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Part 4: Node Guidance

P1117: NESI Executive Summary

Net-Centric Enterprise Solutions for Interoperability (NESI) provides actionable guidance for acquiring net-centric
solutions that meet DoD Network Centric Warfare goals. The concepts in various directives, policies and mandates,
such as those included in the References section of this perspective, are the basis of NESI guidance. The NESI Net-
Centric Implementation documentation does the following: addresses architecture, design and implementation; provides
compliance checklists; and includes a collaboration environment with a repository.

NESI is a body of architectural and engineering knowledge that helps guide the design, implementation, maintenance,
evolution, and use of Information Technology (IT) in net-centric solutions for military application. NESI provides specific
technical recommendations that a DoD organization can use as references. NESI serves in many areas as a reference
set of compliant instantiations of DoD directives, policies and mandates.

NESI is derived from a studied examination of enterprise-level needs and from the collective practical experience of
recent and on-going program-level implementations. NESI is based on current and emergent technologies and describes
the practical experience of system developers within the context of a minimal top-down technical framework. NESI
guidance strives to be consistent with commercial best practices in the area of enterprise computing and IT.

NESI applies to all phases of the acquisition process as defined in DoD Directive 5000.1 [R1164] and DoD Instruction
5000.2; [R1165] NESI provides explicit guidance for implementing net-centricity in new acquisitions and for migrating legacy
systems to greater degrees of net-centricity.

NESI subsumes a number of references and directives; in particular, the Air Force C2 Enterprise Technical Reference
Architecture (C2ERA) and the Navy Reusable Applications Integration and Development Standards (RAPIDS). Initial
authority for NESI is per the Memorandum of Agreement between Commander, Space and Naval Warfare Systems
Command (SPAWAR); Navy Program Executive Officer, C4l & Space (now PEO C4l); and the United States Air Force
Electronic Systems Center (ESC), dated 22 December 2003, Subject: Cooperation Agreement for Net-Centric Solutions
for Interoperability (NESI). The Defense Information Systems Agency (DISA) formally joined the NESI effort in 2006.

Perspectives NESI Perspectives describe a topic and encompass related, more specific Perspectives
or encapsulate a set of Guidance and Best Practice details, Examples, References, and
Glossary entries that pertain to the topic.

Guidance NESI Guidance is in the form of atomic, succinct, absolute and definitive Statements related
to one or more Perspectives. Each Guidance Statement is linked to Guidance Details which
provide Rationale, relationships with other Guidance or Best Practices, and Evaluation
Criteria with one or more Tests, Procedures and Examples which facilitate validation of using
the Guidance through observation, measurement or other means. Guidance Statements are
intended to be binding in nature, especially if used as part of a Statement of Work (SOW) or
performance specification.

Best Practices NESI Best Practices are advisory in nature to assist program or project managers and
personnel. Best Practice Details can have all the same parts as NESI Guidance. The use of
NESI Best Practices are at the discretion of the program or project manager.

Examples NESI Examples illustrate key aspects of Perspectives, Guidance, or Best Practices.

Glossary NESI Glossary entries provide terms, acronyms, and definitions used in the context of NESI
Perspectives, Guidance and Best Practices.

References NESI References identify directives, instructions, books, Web sites, and other sources of
information useful for planning or execution.

Releasability Statement

NESI Net-Centric Implementation v3.3 is cleared for public release by competent authority in accordance with DoD
Directive 5230.9; [R1232] Distribution Statement A: Approved for public release; distribution is unlimited applies to
the documentation set. Obtain electronic copies of this document at http://nesipublic.spawar.navy.mil.
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Vendor Neutrality

NESI documentation sometimes refers to specific vendors and their products in the context of examples and lists.
However, NESI is vendor-neutral. Mentioning a vendor or product is not intended as an endorsement, nor is a
lack of mention intended as a lack of endorsement. Code examples typically use open-source products since
NESI is built on the open-source philosophy. NESI accepts inputs from multiple sources so the examples tend

to reflect contributor preferences. Any products described in examples are not necessarily the best choice for
every circumstance. Users are encouraged to analyze specific project requirements and choose tools accordingly.
There is no need to obtain, or ask contractors to obtain, the tools that appear as examples in this guide. Any lists
of products or vendors are intended only as examples, not as a list of recommended or mandated options.

Disclaimer

Every effort has been made to make NESI documentation as complete and accurate as possible. Even with
frequent updates, this documentation may not always immediately reflect the latest technology or guidance. Also,
references and links to external material are as accurate as possible; however, they are subject to change or may
have additional access requirements such as Public Key Infrastructure (PKI) certificates, Common Access Card
(CAC) for user identification, and user account registration.

Contributions and Comments

NESI is an open project that involves the entire development community. Anyone is welcome to contribute
comments, corrections, or relevant knowledge to the guides via the Change Request tab on the NESI Public site,
http://nesipublic.spawar.navy.mil, or via the following email address: nesi@spawar.navy.mil.
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P1130: Part 4: Node Guidance

Part 4: Node Guidance is the fourth of six parts of the NESI Net-Centric Implementation documentation set. Part 4
provides a group of Perspectives which organize and present Node information, encapsulating pertinent Guidance and
Best Practices. For more complete introductory information see the NESI Executive Summary [P1117] perspective and
Part 1: Overview [P1286].

A Node is a collection of components (i.e., systems, applications, services and other Nodes) which results from

the alignment of organizations, technologies, process, or capabilities. Potential alignment attributes include operational
environment, management, acquisition, mission, technological, sustainment, spatial, or temporal. A Node enables a
common strategy for realizing net-centricity and interoperability. A Node can represent an abstract concept of possibly ill-
defined size (e.g., a type or class) as well as a more concrete concept (e.g., a specific ship or aircraft) with a defined set
of components.

Note: The use of the capitalized term Node in NESI Part 4, alone or preceded by the term NESI (i.e., NESI Node)
differentiates the specific usage as defined in this perspective from the more general term node. A Node might be
nested; such cases would likely introduce additional complexities that would require extra management attention
and coordination.

Nodes presumably are managed actively. Either the Node or a component within the Node (i.e., a system that is acting as
executive agent for a capability) can provide the shared capabilities necessary to support net-centric interoperability. The
Node Decomposition [P1343] perspective is useful in identifying the shared capabilities the Node manages.

Nodes and components may combine to create a composite capability that is more flexible and agile; more necessary or
appropriate components, services or Nodes may replace unnecessary or inappropriate ones. Factors such as physical
environments and employment concepts directly influence the scope of a Node, and boundaries can vary widely.

Note: Consider, as a notional example, whether to categorize an individual soldier as a Node. While soldiers

are increasingly outfitted with sensors and computing devices, it is unlikely (in the near term) that an individual
soldier could host the requisite capabilities needed to ensure compliance with, for instance, the DoD Information
Assurance (IA) Strategy including intrusion detection, firewalls, and such. Rather, a collection of soldiers such as
an infantry battalion would be connected to a field command center that provides the requisite infrastructure. This
does not preclude an individual soldier from being directly addressable on the Global Information Grid (GIG),
able to conduct information exchanges on a global scale. It simply means that requisite infrastructure is likely to be
shared with others rather than isolated to an individual soldier. Likewise, nothing precludes a soldier from being a
full Node should technology enable the soldier to carry all the requisite infrastructure elements.

Node Interaction Patterns

A Node appears programmatically as a set of common capabilities, and aligned budgets and schedules shared
among all its components. A Node appears technically as a set of bound, modular architectural components that
a complex of structured identifiers references. Every asset, resource, data, service or application hosted in

a Node can be referenced through identifiers and bindings. Exactly which interoperable formats and protocols
apply depends on the Node interactions. When deployed, there are three models that describe Node interactions
throughout the enterprise.

« intraNode - interactions between components within a Node. Interoperability and usage agreements are a local
Node matter; these agreements do not necessarily involve open standards and are resolved within the program
or within the relevant family of programs by aligning their contracts or by the mission Combatant Command
(COCOM) aligning the identifiers and binding configurations in the field.

< interNode - interactions between Nodes. InterNode interactions rely on inter-operation between their
underlying infrastructures as well as compatible mission data formats and service interfaces. Interoperability
requires a shared set of open standards and, potentially, intermediate gateways and their services such as a
Transport router or PKI Certificate Authority server. Compatible mission interactions may require gateways to
provide functionality ranging from simple translation through complex security related filtering. Per guidance
from the Office of Management and Budget (OMB) and DoD [R1181] to use net-centric, open international
standards in conjunction with the top-level standards themselves, selection of net-centric standards for a Node
is the delegated responsibility of the relevant family of programs. Subsequent application of the dynamic,
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operational aspects of these standards in the field is the delegated responsibility of the Node COCOM for the
mission, again in accordance with established international standards and DoD policies. Candidate standards
that meet requirements and are from the DISR-approved open, international set should have preference to
enhance long-term sustainability and coalition interoperability.

» extraNode - interactions between a Node and other entities in the GIGSpace or among non-Nodal entities in
the GIGSpace (the GIGSpace covers other things that are not Nodal in nature but part of and important to the
GIG, such as e-mail services, Voice over IP services, and other common but externally developed services).
ExtraNode interactions require infrastructure interoperable with the larger GIG infrastructure. Accomplish
this through DISR-approved open, international standards (i.e., IPv6 for Transport, XML for Data, etc.) and
intermediate gateway systems and services. These interactions are completely dictated by the policies and
mandates of net-centricity with the GIG.

The perspectives listed in the following subsection present a detailed discussion of NESI Node guidance. In cases which
may interconnect with the larger GIG, content is consistent with the DISA GIG interoperability guidance and profiles.

The guidance and best practices in these perspectives is primarily for those in a position to influence decisions regarding
infrastructure and services provided by the Node for shared use by the systems within the Node. With respect to the GIG,
the principal question addressed is how should a Node implement the shared infrastructure necessary to achieve the DoD
vision of broad integration and interoperability across the GIG, on behalf of systems within the Node, and in accordance
with DoD policy and direction?

The guidance associated with these perspectives is applicable to information systems, such as those for command
and control or intelligence. It may also be applicable, in part or whole, to other classes of systems or variants, such as
embedded, real-time or tactical edge systems.

The guidance also considers multiple operating environments including but not limited to fixed, deployed, mobile air/land/
sea Nodes or other instance-specific implementations. Characterizations of those environments, along with the analysis of
pertinent use cases for the Node's intended missions, are key tools in the correct selection and application of guidance in
the framework (see the Node Operational Environments [P1345] perspective.)

Detailed Perspectives

¢ Node Decomposition [P1343]

* General Responsibilities [P1131]

e Security and Management [P1331]

¢ Node Computing Infrastructure [P1153]
e User Environment [P1341]

e Processes [P1342]

e Services [P1164]

« Node Data Strategy [P1329]

« Node Transport [P1138]
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P1343: Node Decomposition

Node decomposition helps key program personnel (including managers, architects and engineers) to map program
requirements to architectural infrastructure elements, operational environments, and requirements for net-centricity
and interoperability. This activity helps identify relevant guidance and best practices to enable net-centricity and
interoperability. Node decomposition also helps identify key interfaces and standards that tie together the architecture.
The products resulting from this decomposition help guide program personnel to their particular area of focus and to
the corresponding detailed technical guidance. Node decomposition also can contribute to a program's capability or
requirements traceability matrix and facilitate work breakdown.

Mission capabilities of a Node are composed of components and services that support specific operational

capabilities. Node decomposition helps identify those services that the Node provides and those that the Global
Information Grid (GIG) infrastructure provides. Node decomposition helps organize the parts of a Node's architecture for
which the Node's program managers, system engineers and their program partners have responsibility, and the external
GIG infrastructure services for which DISA has responsibility (see the Coordination of Node and Enterprise Services
[P1136] perspective and the Defense Information Systems Network [DISN]: Policy and Responsibilities, CICSI 6211.02).

Program managers and architects must ensure not only integration and interoperability within a Node and between
Nodes, but also between Nodes and the enterprise-level GIG infrastructure services. Ensuring specifiable, measurable,
and testable infrastructure interoperability is a prerequisite first to proper Node composition and subsequently to proper
Enterprise composition.

Key program personnel must determine shared services and attributes as well as which interfaces are internal and
which are external to the Node. Internal interfaces with interoperability requirements generally are those related to Node
composition of the architectural categories, especially Enterprise Management [P1330] and Enterprise Security [P1332].
These last two have small components (agents and security controls) embedded in each architectural category that
interoperates with overall Node Management and Security systems. Interfaces require interoperability testing early in the
life cycle to reduce integration risk and provide regression baselines.

Node decomposition will help identify and select the relevant interfaces and operational attributes for the target

Node. The decomposition enables program managers and architects to identify intra-, inter- and extra-Node interfaces
based on operational environment characterizations during requirement analyses, use case analyses, and other

systems engineering activities. These characterizations help with drilling down and identifying appropriate NESI
guidance. Decomposition helps organize responsibilities for the development of components in a Node's architecture.
Some of these components are the responsibility of the Node's program managers and system engineers, some are the
responsibility of partner programs, and some components may have shared responsibility. Finally, some are external GIG
infrastructure services for which DISA has responsibility.

This approach supports the convergence of interoperability solutions both within and across Nodes without unnecessarily
constraining the Node's program and its architects' ability to address particular circumstances. Node decomposition

is based on and consistent with other similar DoD and industry efforts. It integrates the various frameworks for the
architectural categories, such as the Internet Engineering Task Force (IETF) TCP/IP transport/networking frameworks,
the XML data framework, the various frameworks for computing infrastructure and the Public Key Infrastructure security
framework.

Two main subsections of Node decomposition cover the key concepts necessary to characterize a Node:

» Architectural Elements

* Operational Environments

Detailed Perspectives

< Node Architectural Elements [P1344]
* Node Operating Environments [P1345]
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P1344: Node Architectural Elements

Designing and constructing a Node can include an iterative process of functionally decomposing the Node into
subordinate services and components, an iterative process of selecting and assembling services and components into
larger architectural constructs, or a combination of the two. The approach of assembling services and components
becomes especially important for Enterprises which are dynamic and adaptable (i.e., require replacing, augmenting or
upgrading modules in an iterative manner). The following image (11228: Node Decomposition Categories) shows a set of
Node architectural categories which equate to principal sections of the Part 4: Node Guidance set of perspectives.

Management User Environment Security

Transport

Core Enterprise Senices

[1228: Node Decomposition Categories

The NESI Node decomposition process separates the architectural categories into subordinate elements as the
subsections and additional decomposition images in this perspective illustrate.

The architectural categories are also the subject of additional Part 4 perspectives containing relevant content, guidance,
standards, and architectural elements. In some cases, these architectural categories and elements highlight potential
shared capabilities within a Node. The exact selection of architectural elements may vary depending on the target Node's
system requirements.

Note: An infrastructure capability, in general terms, is a Node architectural construct that multiple consumers
share. Sharing utility resources (including facilities) necessary for multiple missions or that are otherwise scarce or
under-utilized enhances operational efficiency. Ensuring multiple resources have consistent protection through a
uniformly assured infrastructure reduces potential security gaps.

Shared infrastructure implies that there are common interfaces among all the users of that infrastructure. Such
common interfaces are standardized at least as de facto standards within that user community. Shared
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infrastructure resources require policies that deconflict, optimize, specialize and otherwise mediate among its
consumers. Performance or security considerations generally drive sharing policies.

Guidance in the Part 4: Node Guidance [P1130] perspectives is aligned with the Node decomposition categories. Mapping
the Node decomposition to Node design in the context of operational environment characteristics can result in a function
matrix that can point to relevant guidance and best practices for implementing interoperable Node shared capabilities.
Generally, the service and transport environments provide the key functional components necessary to adapt capabilities
across the various operational environments.

The following subsections contain brief descriptions of the structured identifiers, bindings and architectural categories with
links to more in-depth perspectives and guidance.

Structured Identifiers and Bindings

Structured identifiers provide a standards-based method of identifying endpoints within an architecture.
Components deployed into one or more decomposition categories are addressable by their associated structured
identifiers. These identifiers often specify the type and location of the resource. Open standards help to "bind" or
connect components within and across decomposition categories. Example structured identifiers for various Node
decomposition categories are in the small boxes in the following diagram (11238: Example Structured Identifiers).

Management User Environment Security

‘Window Idertifier

OMSE Hostname

Process Iderntifier

PEl Comman
Mame

SMhAP WAIB Uniform Resource Locator

Object Identifier

[ WML Identifier fetribute ]

Transport

[ IP Addres= and Port ]

Core Enterprise Senices

[1238: Example Structured ldentifiers

Each of a Node's architectural categories has an infrastructure, and constructing a Node includes connecting
these functional infrastructure components together with standardized bindings as the figure below (11237:
Example Bindings) shows. Open, standardized bindings ensure interoperability of Node components, enabling the
integration or binding of alternative or replacement modules with a minimum of effort.
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Management User Environment Security

WS- Policy

Transport

[1237: Example Bindings

Security and Management

Architectural elements that deal with Security and Management fall in two classes: enterprise management,
and management sub-components embedded in the architectural elements, such as transport management
agents or computing infrastructure security control devices. For details on the relationship between security and
management see the Security and Management [P1331] perspective.

Enterprise security concentrates on two aspects of protection: the local integration of information assurance into
Node components and the larger enterprise security engineering often known as Mission Assurance (illustrated

by the architectural elements in 11229: Enterprise Security). For details see the Enterprise Security [P1332]
perspective.
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Management User Environment Security

Frocess
Services and
Data Protection
= Data,
Fpplications, Idertity Managernert I
and Services
Integri
= Trusted Guards
Buthorization and Aecess Control = Metwork
for Erterprise Management Information Athorization
Bty hanagemert Data fEsurance and Access Control
= Controlling Authorization and
PAocess Control Boundaries
= Computing Infrastructure
FAuthorization and Access Control
= Uszer Bwironment Authorization
e and Access Control
Corfidertialit = Transport Authorization and
-_Elﬁk_l:ﬁ“ Pocess Control
Transport
Erterprise Managernent Metwork Infrastrocture Protection Buditing and Managermnent Irteqrit
OF_Security = Metwork Infrastrocture Integrity of Security = Computing Infrastructure Integrity
® Incident management = Metwork Information Assurance = Computing Infrastructure = Metwork Infrastrocture Integrity
coordingtion Integrity = Lser Ervironment Integrity
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Core Enterprise Senices

11229: Enterprize Security

Like Enterprise Security, Enterprise Management concentrates on two aspects of performance: the local
integration of management agents and the larger enterprise management systems that coordinate all the Node's
components and activities. The small boxes in the Management section of Figure 11230: Enterprise Management
represent enterprise management tools and operations support systems. Embedding agents that do performance
monitoring, configuration, etc., can aid component management integration; the remaining boxes in Figure

11230 represent topics of particular interest in Transport, Computing Infrastructure, etc. For details see the
Enterprise Management [P1330] perspective.
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Management User Environment Security
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Core Enterprise Senices

11230: Enterprize Management

Node Computing Infrastructure

Like security and management, computing infrastructure includes both global and environment-specific classes
as the architectural elements in the Computing Infrastructure decomposition illustrate (11231: Node Computing
Infrastructure). For details see the Node Computing Infrastructure [P1153] perspective.
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Wirtual Terminals Chat Server
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11231: Mode Computing Infrastructure

User Environment

The User Environment comprises those architectural elements that are directly related to handling interaction with
the users of the Node. For details see the User Environment [P1341] perspective.

User Environment

[ Erowser ] [ Thin Clierts ] [ Thick Clierts ]

[1232: User Environment
Processes
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Mission capabilities of a Node usually include both structured and unstructured processes that support specific
operational workflows. Nodes applying the Service-Oriented Architecture (SOA) architectural style to
implement mission capabilities do so through the composition of potentially independent and distributed services.
Architectural elements in this category provide infrastructure support for composing the necessary elements to
execute a Node's mission capabilities. For details see the Processes [P1342] perspective.

Structured Processes Unstructured Processes
= Orchestration and Workflow = Collaboration

hanag emerit

= Merting / Motifications
Cornmon mfrastrocture

11233: Processes

Services

Architectural elements in the Services category provide infrastructure support for developing, hosting and
managing modular components used to compose mission capability, including utilization of services hosted outside
the Node. For details see the Services [P1164] perspective.

Core Erterprise Services Senvices
= Relationship with the GIG
= Crozs-Domain Interoperation

Contert Search Services Liility Services Service Enablers D%imizatic\n and Scalability
= Federated Search = DOata and Message = Service [dentification = Laching
= Textual Search Transformation hdethads * Compression

= Protocol hediation = Service Discoweny = Protocol Optimization

= Smart Filtering hiethods * Load Balancing
Collzboration Services = Content Aggregation = Information Exchange = Application Server Offload
= irtual hizeting Enwironmernits Pattems
= Chat

11234: Services

Data
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manipulation of data required for fulfilling mission capabilities. For details, see the Node Data Strategy [P1329]

perspective.
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Architectural elements in the Data category provide infrastructure support for the storage, definition and

Data
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[ Database and Storage ]
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[1235: Mode Data Strategy

Transport

Architectural elements in the Node Transport category provide transport of data both internal and external to
the Node. For details, see the Node Transport [P1138] perspective.
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[1236: Node Transport
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P1345: Node Operating Environments

The characterization of operating environments is a tool to help identify and shape Node boundaries. Along with the
analysis of pertinent use cases for the Node's intended missions, these characterizations support Node decomposition.
Operating environments are typically in two broad categories: Core and Edge (or Tactical Edge). The characterizations
help identify the potential target environments for a Node.

While most NESI guidance generally applies across Core Environments, particular constraints presented within edge
environments may require tailoring NESI guidance to address these unique constraints.

Defining Criteria

Operational environment categorization can be according to criteria such as network connectivity characteristics,
storage, and processor availability which in turn map well to various components in the decomposition. This
perspective presents criteria useful for categorization of operational environments with respect to network, system,
physical environment, operational, and security. The criteria are intended to define the environment in which the
Node operates.

The matrix in the following image (11226) shows example criteria for the commonly identified types of environments
(see also the Core Environments [P1346] and Edge Environments [P1347] perspectives) to help determine

how to characterize the operating environment as the first step in decomposing a Node. The value assignments
mapping the criteria to particular edge environments are based on collection and analysis of use cases across
DoD components.

Example Criteria GIG Core Tactical Fixed Conter Tactical Mobile Center Mobile Platform [ Dismounted User
LAN  {Consctraty Well Connectad Wall Coemectnd Wiall Corrmcind Irfermretiantly Connectad [
iLatency Low Low Lowr Iedium Low Lowr
{Bamdwmith High High High Wadiim Low Mediim Low
iReliability Reliable |Rafiable | Reliable Roliable Rolable
iFrasdtabity P table | Prresth: bbb Somewha Prediclable Somewhat Pradictable
WWAN iConmectmby Wall Conneciad Wall Cormecind Wall Conmecind Iefermittenthy Connecled Dhsconngciad
iLatenty Ly Ly I Lin Mediurs Lo Wirtlually Unlimided
{Bancwcth High High Madium Low Madium Low Virualty Nors
iF‘.ehahlll'..' Reliable |Rehable Samewhal Rehable Uniehable
{Predectablty Pred:table Prachctabis Praictabis Somswhat Prediciable Somewhat Predictable
System Estﬂ'ldﬂlﬂ User Interface Desktop or Laptop |Desktop or Laplop Desktop or Laptop Laptop. Tablet o Handlheld Laptop, Tablet or Handlheld
{Processing Saraces of Workatations Seraces of Workstatees Seraces of Workslabeoes Worketation o Hanedeki Workstation of Handheld
iStorage Large Data Storage Device Large Data Storage Device Large Data Storage Device Single Hard Drives Single Hard Drives
{Rupgedness Few Cormsnfarations Few Comsudarations Few Considarstions Congderations Congderations
iSize Mict Limited Hiot Limited Hot Lenited Somawhat Limabed 'Vary Limited
{W it Miot Lammited Moot Lamited ot Lenfted Sofmswhat Limed Wary Lvatisd
{Powe Gind or Macro Genertor Gnid or Macro Genemtor Genarator or Batt G bor or Blatteries ’
Ervironmend {HVAC HVAC HVAL Hone Hone Hone
{Lighting Conbrolied |Controlied Controliad Wanabia Vanable
iHazards Fieror Fierr Fieww Many Many
Operational {Fepaabiity Spares Available Spared Availatly Some Spares Ho Spaes o Spares
iDecision Timeliness Somewhat Limited ]Snﬂ"-!‘h‘hﬂ Limited 1 Somewhat Limited Wory Limited WVery Limited
{Conten ||l'fIEI'ﬁ'IMIME o Comphas 1||'flﬁl'ﬁ'll.‘ﬂllﬁ of Comglax Imamadate or Comglax Irfammedhate or Complax Semplfiad
iSystem Traming |E b 1o Inter ;Emnml!u It Extersam to Intermadiate Intermediate to Minimal irtprmaediate to Minimal
Security  [Confidentiality Insider Theest, Packet Snifers [Insider Threm, Packel Snifers rEion Rbeiceplion E R Inbecaplion |Capture
{imagnty Vinses (Vinses ission Ermees F3sion Emors [Spocing
{Availabiity Denial of Serace Denial of Serdce |Denial of Serace JJamiming |Capture, Damage

[1226&: Example Environment Defining Criteria

Detailed Perspectives

e Core Environments [P1346]
» Edge Environments [P1347]
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P1346: Core Environments

Core Environments are the most advantaged in terms of available resources. A Core Environment typically has a
relatively unlimited and continuous power source, relatively no space or weight constraints, and a relatively continuous
high-bandwidth network connection. In the case of manned nodes, there also generally are multiple displays for each
individual and access to a large shared display. Users may be working in shifts and thereby sharing their workstations
asynchronously. User interface issues relevant to this environment include designing for large shared displays, supporting
collaboration, and dealing with information overload. There may be other nodes that are not necessarily manned but serve
as strategic data centers or redundant backup sites. Furthermore, failover and redundancy capabilities are characteristics
of a Core Environment. From a network perspective, a Core Environment is well-connected to the rest of the Global
Information Grid (GIG) and well-supported to execute missions.

While resources within Core Environments are comparable to those of Tactical Fixed Centers, a major difference is that
Core Environments generally do not face the same operational risks as do Tactical Fixed Centers. Core environments
can often take the available resources and stable environment for granted; Tactical Fixed Centers suffer the risk of losing
resources or having other variances in their operating environment due to threats imposed by adversaries.

Furthermore, a Core Environment cannot be characterized purely by its physical geographic location. Air Operations
Centers (AOCs), for example, have resources as described above. While there may be functional air operations centers
within the continental United States, command centers also exist globally. Regardless of the location, both an AOC
within the Continental United States (CONUS) and an AOC (e.g., the Combined Air Operations Center at Al Udeid,
Qatar) are part of Core Environments as they share the luxuries of plentiful resources and stability of operations.
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P1347: Edge Environments

Edge environments are best characterized by a set of environment classes rather than a single broad environment. These
classes evolved in recognition of the complexity of the Edge Environments and the need to distinguish tactical users
based on the defining criteria.

These classes are not meant to be constraining or be exclusive; these representative set of environments are an

initial attempt to bound the problem (i.e., identify a typical set of edge environments to serve as an initial way to

organize guidance). Furthermore, systems will not necessarily fall cleanly within only one environment or another. While
categorization may provide an initial indication on what system guidance may or may not be applicable, it's likely that use
cases will span multiple tactical edge environments.

Examples of Edge Environments are illustrated in 11227 and descriptions follow. Each class, going from a Tactical Fixed
Center to a Dismounted User, represents a progressively less-connected and less-supported user. Space Platforms,
with their extreme resource limitations, are included in Edge Environments.

Space Platform

Tactical Fixed Center

Core Environment Edge Environments
[1227: Example Edge Operating Environments

Tactical Fixed Centers

Tactical Fixed Centers are the most advantaged edge environments in terms of the resources available to them.
Tactical Fixed Centers are most similar to Core Environments in that they typically have a virtually unlimited and
continuous power source, no space or weight constraints, and a continuous high-bandwidth network connection.
They also generally have multiple displays for each individual and access to a large shared display. Users may
be working in shifts and thereby sharing their workstations asynchronously. User interface issues relevant to this
environment include designing for large shared displays, supporting collaboration, and dealing with information
overload. These considerations are reflected in the framework by attributes such as hardware display and
application content. From a network perspective, Tactical Fixed Centers are well-connected to the rest of the
Global Information Grid (GIG) and well-supported to execute their missions. However, in contrast to the core
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environments, Tactical Fixed Centers are often in forward theaters and typically face a greater number of threats
and operational risks.

Tactical Mobile Centers

A Tactical Mobile Center could be in a small or large moving vehicle or in a shelter deployed to a particular
forward location. If a Tactical Mobile Center is temporarily in a stationary position, network connections tend to

be better and more space may be available. In general, Tactical Mobile Centers have more power than Mobile
Platform or Dismounted environments, but less than in a Tactical Fixed Center. As with Tactical Fixed Centers,
users may be working under controlled lighting, have multiple displays, and have keyboard and mouse inputs, but
they may have slightly less decision time to act. However, the complexity of the data and collaboration issues are
comparable to Tactical Fixed Centers.

Tactical Mobile Centers may also share characteristics with Mobile Platforms, including interfaces in vehicles,
touch screen interfaces, or collaboration. While the internal local area network connections may be quite good, the
connection to global wide area networks may have short periods without connectivity, have less bandwidth, and be
slightly more latent than the global network connections in Tactical Fixed Centers. Tactical Mobile Centers have
connectivity to the rest of the GIG, but it is less reliable. Therefore, applications supporting Mobile Center users
would benefit greatly from event recognition and response capability with respect to periods of connectivity to the
GIG or local network resources.

Mobile Platforms

Mobile Platform users are typically traveling in a vehicle (air, land, or sea) and operating in high pressure
environments where they must make decisions quickly. They are usually connected with other users via ad
hoc networks using radios, laptops or rugged touch-screen devices. These users may have varying levels of
experience with the system in the field. The information they are able to send and receive may be a bit more
complex than the dismounted user. They have advantages over the dismounted user because of the increased
display space, the availability of a touch screen keyboard, and the additional vehicle-generated power supply.
However, mobile platforms still have limited space, weight carrying capacity, and power and are subject to the
environmental constraints of operating within a vehicle. These constraints are often underestimated. Mobile
Platform users may have very limited connectivity to the GIG, but have reliable connectivity between elements
on the local area network. The Tactical Mobile Center, with which Mobile Platform connectivity may also be
intermittent, will likely serve as a proxy to the GIG. As with the Tactical Mobile Center, applications supporting
Mobile Platform users would also benefit from event recognition and response capability with respect to periods of
connectivity to the GIG or local network resources.

Dismounted Users

Dismounted Users are in the most disadvantaged of environments. They are typically traveling on foot so they
must be able to carry the complete system including the power supply which is often extremely limited. These
users may spend a great deal of time disconnected from the network. When connected, the network connection
may have high latency and limited bandwidth. These users operate in pressure filled environments where
decisions must be made in minutes or even seconds. The unpredictable and dynamic nature of the environment
in which Dismounted Users operate may lead to unexpected system failure. These users tend to employ the most
efficient means possible to obtain and provide information. A Dismounted User typically has a radio and may have
access to a cell phone or personal digital assistant (PDA) device with a small visual display. Dismounted Users
may only have connectivity to other local users and little or no connectivity to the rest of the GIG.

Space Platforms

Space platforms are extremely resource limited; size, weight and power (SWP) are at a premium. Space platforms
are not conducive to major growth or changes because of access limitations once in space. Communications

vary significantly depending on the application. Mission support to communications can vary and provide broad
bandwidths while standard Command, Control and Telemetry communications are generally much more limited.
Architectures and designs of space platforms focus on efficient use of resources. Generally there are no direct
human interfaces on the platform and controls are from mission ground stations.
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P1131: General Responsibilities

In addition to the specific requirements of a Node to support transport, common computing infrastructure, Enterprise
Services and Community of Interest (COI) Services there are some general responsibilities that a Node must
support in order to ensure that the final product can interact with the rest of the Global Information Grid (GIG). These
responsibilities are in the perspectives in the following subsection.

Detailed Perspectives

* Nodes as Stakeholders [P1132]

< Net-Centric Information Engineering [P1133]

« Internal Component Environment [P1134]

e Integration of Legacy Systems [P1135]

« Coordination of Node and Enterprise Services [P1136]

* Coordination of Internal Components [P1137]
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P1132: Nodes as Stakeholders

Formally represent a Node as a stakeholder in the acquisition and evolutionary activities of all the Components the
Node will host. A Node's Component composition will change over time; maintain and identify all the known Components
throughout the lifecycle of the Node. This action is fundamental to the provisioning of a shared infrastructure and the
avoidance of functional duplication within the Node.

The necessity of a Node involvement as a stakeholder in its Components may not be obvious; it has a bearing on Global
Information Grid (GIG) interoperability. Component independent planning and evolution is likely to result in the external
exposure of inconsistencies or, worse, incomplete, inaccurate, or misunderstood data. Consider two systems within the
Node that both ingest a particular type of data, but process it at different levels of fidelity, and are independently intending
to publish the result to the rest of the GIG. This is an example of when a Node manager would want to work across the
systems to ensure that the Node presents its collective capability clearly.

Guidance
» (G1569: Maintain a comprehensive list of all of the Components that are part of the Node.
» G1570: Assume an active management role among the Components within the Node.
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P1133: Net-Centric Information Engineering

Of particular concern for Global Information Grid (GIG) interoperability is the information contained in inter-nodal
information exchanges. Information exchanges are typically the purview of the systems within the Node, rather than

the Node itself, and the details are worked out by a Community of Interest (COI). But the Node infrastructure must be
engineered to support information exchanges between various COls. The COls can require any number of components
to fulfill the mission. When a component wishes to make its data available to the enterprise, there are different enterprise
design patterns the component can use. For example, the mechanism selected by a component to exchange information
may be publish-subscribe, broker, or client server. The Node infrastructure must support whichever enterprise design
pattern mechanism is selected. Consequently, the Node has a stake in the component design. Additionally, the Node has
a stake in performance specifications provided in the Service Level Agreements (SLA). The Node must support the SLA
contract with the Node's infrastructure.

Node management should designate COI representatives to track, advocate, and engineer information exchanges in
support of the DoD Net-Centric Data Strategy. According to this strategy, "COl is the inclusive term used to describe
collaborative groups of users who must exchange information in pursuit of their shared goals, interests, missions, or
business processes and who therefore must have shared vocabulary for the information they exchange." The principal
mechanism for recording COIl agreements is the DoD Metadata Registry required by the DoD CIO DoD Net-Centric
Data Management Strategy: Metadata Registration memo. There are registry implementations on the Unclassified
but Sensitive Internet Protocol Router Network (NIPRNet), Secret Internet Protocol Router Network (SIPRNet),
and Joint Worldwide Intelligence Communications System (JWICS).The DoD Metadata Registry Web site (http://
metadata.dod.mil) provides a search capability; there is also a SOAP-based interface to the Registry.

In addition to supporting the DoD Net-Centric Data Strategy, Node management should designate COI representatives

to track, advocate, and engineer information exchanges in support of the DoD Net-Centric Services Strategy (NCSS).
The DoD NCSS builds upon the DoD Net-Centric Data Strategy's goals of making data assets visible, accessible, and
understandable and establishes services as the preferred means by which data producers and capability providers can
make their data assets and capabilities available across the DoD and beyond. It also establishes services as the preferred
means by which consumers can access and use these data assets and capabilities.

Guidance
* G1571: Maintain a comprehensive list of all the Communities of Interest (COIs) to which the Components of a
Node belong.

» G1572: Include the Node as a party to any Service Level Agreements (SLAS) signed by any of the components
of the Node.

* (G1573: Define the enterprise design patterns that a Node supports.
e G1574: Define which enterprise design patterns a Component requires.

e (G1575: Designate Node representatives to relevant Communities of Interest (COIs) in which Components of the
Node participate.

Best Practices

* BP1865: Provide sufficient program, project, or initiative metadata descriptions and automated support to enable
mediation and translation of the data between interfaces.

» BP1866: Coordinate with end users to develop interoperable materiel in support of high-value mission capability.
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P1134: Internal Component Environment

Nodes should provide an environment to support the development, integration, and testing of net-centric capabilities of
their components. As Nodes themselves and the components within the Nodes move closer to the implementation of
net-centric capabilities, it becomes increasingly important to provide a development, integration, and test environment

to support those capabilities. This environment should allow for exercising the Node infrastructure and either hosting
services locally within the Node or providing access to Net-Centric Enterprise Services (NCES). The particulars on how
to do this depend on the characteristics of the Node. For example, mobile or deployed Nodes would provide environments
substantially different than fixed land-based or permanent Nodes.

Specialized services will likely be hosted locally for Nodes in real-time, dynamic and mobile environments, such as those
used for information exchange across the Joint Airborne Network. An emerging trend in the commercial networking/IT
industry is to realize high performance capabilities with a combination of hardware-based switches (e.g., XML router) and
services (e.g., mediation). Commercial industry has experienced significant performance issues while running applications
and services on the Internet, especially those that are XML-based.

When applicable, developers should be using the NCES piloted Enterprise Services offered by DISA for development,
test, and integration at the earliest opportunity within the Node and component lifecycles. Potential causes of problems
include security parameters, network configuration, and product inconsistencies.

Guidance
» (G1576: Provide an environment to support the development, build, integration, and test of net-centric capabilities.
» G1577: Maintain an Enterprise Service schedule for interim and final enterprise capabilities within the Node.

» (G1578: Define a schedule for Components that includes the use of the Enterprise Services defined within the
Node's enterprise service schedule.

e G1579: Define which Enterprise Services the Node will host locally when the Node becomes operational.

» (1580: Define which Enterprise Services will be hosted over the Global Information Grid (GIG) when the Node
becomes operational.
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P1135: Integration of Legacy Systems

Nodes might contain systems or applications that are in the Sustainment lifecycle phase. These Components are often
referred to as legacy systems or applications. Changing the internals of such Components to support net-centricity may
be impractical and often has little return on investment. Usually, the decisions to brand a system or an application as a
legacy system is made at a high level in conjunction with the operational user and acquisition communities. When the
legacy functionality needs to be exposed as an interim solution internally to a Node or externally to the Node as a proxy,
this often is accomplished using a service wrapper technique. Refer to Migration Patterns for a more detailed discussion
about the service wrapping and other solutions that could be used to expose the legacy functionality.

Guidance

» (1581: Expose legacy functionality through the use of a service.
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P1136: Coordination of Node and Enterprise Services

The Net-Centric Enterprise Services (NCES) capabilities under definition, development, or in pilot testing are complex
and use leading edge technologies. Reflect the status, availability and deployment schedule for services in an integrated
master schedule for the Node that shows planned dependencies of systems within the Node on these services. Given
the rate of evolution and leading edge nature of some services, detail the coordination of efforts, including specific
version numbers, workarounds, assumptions, constraints, configuration, and best practices. Note that these practices are
applicable for coordination with both external and Node-provided Enterprise Services.

Guidance
* G1577: Maintain an Enterprise Service schedule for interim and final enterprise capabilities within the Node.

e (G1578: Define a schedule for Components that includes the use of the Enterprise Services defined within the
Node's enterprise service schedule.

e (G1582: In Node Enterprise Service schedules, include version numbers of Enterprise Services interfaces being
implemented.

Best Practices

* BP1865: Provide sufficient program, project, or initiative metadata descriptions and automated support to enable
mediation and translation of the data between interfaces.
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P1137: Coordination of Internal Components

The shared infrastructure provided by Nodes, for shared use by its member components cannot evolve independently
of the components within the Node. Nodes may host a variety of components which may be members of multiple Nodes.
Consequently, the development of components is likely to occur with differing timeframes and rates of evolution. This
presents a coordination challenge for the Node managers.

Guidance

» (1583: Provide routine Enterprise Services schedule updates to every component of a Node.
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P1331: Security and Management

Enterprise Management and Security are two distinct but closely related topics. Management and security functions
provide underlying enablers to assure mission operations have both the performance and the protection they need.
Furthermore, management functions must be secure and manageable and security functions must be both manageable
and secure.

Security and Management overlap in two ways: functionally, through identity management and accountability, and
technologically, through use of discovery and logging services.

The first key concept that ties mission operations, security, and management together is identity management.

The primary principle of identity management is the cross-functional composition of the standard identifier of any
resource, whether human or machine-based. Consequently, many of the management functions assure performance

by assigning identifiers (such as addresses) and the rest of the management functions focus on configuring capacity,
authorizing usage, auditing and analyzing operations based on those identifiers. Likewise, many of the security functions
assure protection by authenticating resources in order to assign part of the net-centric standard identifier (generally an
encryption-based credential) and the rest of the security functions focus on authorizing, checking compliance, auditing
and analyzing operations based on those identifiers.

The second key concept that ties mission operations, security and management together is accountability. Accountability
is built on both integrated sensors that track activity patterns and the enterprise-wide logging sub-systems that aggregate
and roll-up the sensors' notifications, alerts or events. Accounting and performance management audits use performance-
based activity patterns to trigger sensors and analyze logs, while security audits use protection-based patterns.

Many of the advantages of net-centric operations, Service-Oriented Architectures, etc., derive from their ability to
exploit common infrastructure: the risk-reduction from earlier and more intensive testing, in addition to the potential
cost-sharing enabled by development amortized over a larger clientele base. As a result, much of Enterprise Engineering
and Enterprise Management is managing the aggregation of diverse mission applications, data and services onto

that shared infrastructure. Such aggregation management creates its own constructs, implemented as standardized,
structured identifiers. For example, related groups of applications, data stores and services not only may share
computing infrastructure servers using a common path identifier family within a Node, they generally share an intra-Node
Local Area Network (LAN) that interconnects with other Nodes and the GIG as an IP subnet with a common address
prefix. Drivers for infrastructure aggregation constructs can be either performance or protection or both. Increasingly,
aggregation constructs not only have common computing and transport identifier structures that define the limits of
Quality of Service (QoS), they also have a common cryptographic identifier structure used for Information Assurance
perimeters. Taken together, such aggregation constructs not only help define the Node boundaries, but also the structure
of the larger GIG within which the Node must operate.

The Enterprise Security [P1332] perspective concentrates on two aspects of protection: the local integration of information
assurance into Node components and the larger Enterprise security engineering often known as Mission Assurance that
coordinates all the components and activities. There are three main activities:

» Preserve Node Integrity and Confidentiality with integrated sensors and security controls.

» Assuring Security Interoperability by verifying that authentication and authorization interactions with security
controls are interoperable at the intraNode, interNode and extraNode level.

» Accountability is provided through security sensor placement, configuration management, logging, and alert
notifications.

The first task of Program Managers and Architects for Enterprise Security engineering should be to ensure the integration
of security sensors and controls into components for proper boundary hardening. The second is to ensure that these
sensors and security controls are interoperable with Node-level and enterprise security sub-systems, especially those
used for authentication/authorization and the notification, logging and auditing necessary for accountability.

Note: Logging is the process of recording events and auditing is the process of reviewing events against policy.
Ensuring proper logging requires a design that includes a logging infrastructure. Auditing requires more than
infrastructure because it is the application of policy. Human review is the policy decision point (PDP) of last resort
and therefore the responsibility of a Concept of Operations (CONOPS) and training, not program acquisition. This
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is true even if there are automated PDPs; the authoritative auditing process is still generally completed by a human
who verifies the validity of the automated match hits.

The Enterprise Management [P1330] perspective concentrates on two aspects of performance: the local integration of
management agents into Node components and the larger Enterprise Management that coordinates all the components
and activities. There are three main performance activities:

* tuning node and infrastructure configurations in order to meet operational service level requirements

* assuring management interoperability by testing compliance between management agents and the enterprise
management systems

e accountability through usage sensor placement, logging and their configuration.

The first task of Program Managers and Architects for Enterprise Management engineering should be to ensure the
incorporation of monitoring sensors and configuration controls into components for proper monitoring and tuning. The
second is to ensure that these sensors and configuration controls are interoperable with Node-level and enterprise
management sub-systems used for remote management and the notification, logging and auditing necessary for
accountability.

Good enterprise management uses the principles of Decomposition and Delegation to enable service support and
delivery that can handle global scales and global diversity. Decomposition of the enterprise into standard managed
modules enables the configuration and change management or release management necessary for supporting a highly
diverse portfolio of service modules. Decomposition also enables the monitoring and adjusting of the portfolio's service
provisioning and delivery through capacity management, financial analysis, etc.

Detailed Perspectives

e Enterprise Security [P1332]
e Enterprise Management [P1330]
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P1332: Enterprise Security

Security is not a single idea, object, or task. The common phrase defense in depth is very apt in describing how to
secure information technology (IT) environments. While the objective may be to impede adversaries completely,
slowing them down is the more likely and practical outcome. Some examples include the following:

» Causing an adversary to expend more resources to accomplish the same task

» Generally creating more exposure to enable better detection and disruption of an adversary's activities

Multiple security boundaries provide protection depth. Some of these boundaries are physical, while others are
information-based in nature (e.g., virtual technologies, social processes or extended-trust meta-data). A heterogeneous
approach is necessary for everything in a Node that must be protected, in order not to expose a single point of failure. The
"weakest link" adage is very applicable to net-centric operational security (OPSEC).

Enterprise Security includes the fundamental core or "capstone" concepts and guidance for Security that are necessary
to understand the "Security Considerations" found in the other Node functional environment perspectives. For a further
discussion of security concerns regarding accountability, logging and auditing see the Enterprise Management [P1330]
perspective.

Detailed Perspectives

¢ Cryptography [P1333]

e Integrity [P1334]

e Identity Management [P1178]

e Authorization and Access Control [P1339]
« Confidentiality [P1340]

¢ Network Information Assurance [P1147]

e Trusted Guards [P1150]

Guidance
e (G1301: Practice layered security.
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P1333: Cryptography
Cryptography is a fundamental technique to support operations security (OPSEC) by enabling the following activities:

Ensuring Integrity (e.g., digital signatures): Digital signatures enable tamper detection and non-repudiation. A digital
signature or digital signature scheme is a type of cryptography used to simulate the security properties of a handwritten
signature on paper with all the benefits and more. Optionally, include a scanned copy of the written signature for
completeness. They cannot be copied or as easily forged. Digital signature schemes normally provide two algorithms,
one for signing which involves the user's secret or private key (the only key in symmetric schemes), and (in asymmetric
schemes) one for verifying signatures which involves the user's public key. The output of the signature process is called
the "digital signature.”

Authenticating identity (e.g., keys) Authentication is the process of attempting to verify the digital identity of the sender
of a communication such as a log in request. The sender being authenticated, often referred to as the principal, may be a
person using a computer, a hardware device or a computer program. An anonymous credential, in contrast, only weakly
establishes identity, together with a constrained right or status of the user or program.

Ensuring confidentiality: Encryption of the payload covers data, signatures, session keys, certificates for integrity,
authentication, and authorization information.

Authorization (e.g., X.509 certificates, roles, and accounts): Perform authentication prior to authorization. Authenticated
identities, even an anonymous identity, are necessary to perform successful authorization. Authorization grants the

level of privileges (authorization) assigned to a particular authenticated identity. In most cases, anonymous or weak
authenticated identities should have limited capabilities or level of authorization, such as read-only access to general
access resources.

Cryptographic guidance requires a sensitivity/protection/performance trade off analysis. Factors to consider follow:

» shelf life of information (actionable, analysis)

* key and algorithm hardness

» key length and type (symmetry versus asymmetry)

* management procedure attack resistance and resilience

e cryptography overhead impact

» transport path bandwidth-delay product for handshaking and key distribution
» processor speed and memory for encryption/decryption algorithms

» storage space and access speed for encryption/decryption algorithms

Complexity of crypto management is defined by the following:

» key assignment and distribution

» authorization scope (delegation, transitive trust, revocation, etc.)
» accountability

» auditability

Guidance

e G1317: Ensure applications store Certificates for subscribers (the owner of the Public Key contained in the
Certificate) when used in the context of signed and/or encrypted email.

e (G1325: Encrypt symmetric keys when not in use.
* G1344: Encrypt sensitive data stored in configuration or resource files.

* (G1371: Use the National Institure of Standards and Technology (NIST) Digital Signature Standard
promulgated in the Federal Information Processing Standards Publication 186 (FIPS Pub 186-3 as of June 2009)
for creating Digital Signatures.

» G1374: Individually encrypt sensitive message fragments intended for different intermediaries.
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e (G1376: Do not encrypt message fragments that are required for correct SOAP processing.
e (G1378: Encrypt communication with LDAP repositories.
* (G1381: Encrypt sensitive persistent data.
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P1334: Integrity

Integrity of an enterprise consists of ensuring the overall integrity of its systems and the data they contain. External
interfaces are the first line of defense, but defense-in-depth may require assurance controls on internal Node interfaces
as well. A program's Capability Description Document (CDD) initially defines interfaces which the Node's architects
formally specify. With proper safeguards and testing, interfaces can act as formal integrity boundaries.

Node and system architects ensure integrity by first specifying hardened boundaries and equipping them with sensors and
security controls. Baseline vulnerability assessment information is also helpful. Vulnerability assessments should occur
for every boundary interface that exposes and must protect data, applications and services. Evaluation of each interface
will not only use net-centric metrics to indicate how well they make information available, but also by vulnerability metrics
indicating how well they defend information within those boundaries. The following subsections and linked detailed
perspectives cover the interface controls and security technologies that current Information Assurance (IA) guidance
requires for each interface boundary. Not only do all boundary interfaces require interface controls, but the subsidiary
boundary interfaces major architectural constructs provide require interface controls as well. Examples follow:

e computing infrastructure system boundaries and virtual machine boundaries

» transport network boundaries and subnetwork/overlay network/virtual network boundaries

» user environment boundaries and display or window boundaries

* management domain and sub-domain boundaries

» boundaries defined for the security technologies themselves, including subordinate Certificate Authorities
» data and service boundaries, including Web page frames, applets and servlets

The following diagram (11239: Example Two-Perimeter Network Security Design) is an example of how to identify two
such boundaries and their security control components. The diagram shows how to structure subsidiary boundaries in

the Transport infrastructure in order to separate Nodes with different 1A authorities and policies onto separate Global
Information Grid (GIG) intra-networks, such as those found in joint operations. At the same time, by appropriate
placement of transport routers and guards, the two services can interconnect and interoperate to coordinate their joint
operations. This architectural structuring, because it is based on open standards, allows each service to select and
standup its own implementation of the architecture, with its own security policies, without preventing the interoperable flow
of authorized joint coordination information.
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[1239: Example Two-Perimeter Network Security Design

Key security concepts are in the following subsections and the linked detailed perspectives. The security activities can
serve as guides or templates for a Node's Interface Control Document (ICD), as required by the Security Technical
Implementation Guides (STIGs) and the DoD Information Assurance Certification and Accreditation Process
(DIACAP).[R1291] The intent of these activities is to help Node architects and program managers determine the best ways
to identify and mitigate weaknesses in Nodes while maintaining net-centric interoperability.

The subsections and the linked detailed perspectives also provide recommendations about how to select and apply the
relevant standards and technologies to provide security capabilities. The intent is to mitigate the exposure of weak link
systems in Nodes while maintaining interoperability. Certain security activities, techniques and technologies are common
to among Node components.

Integrity: quality of an Information System (IS) reflecting the logical correctness and reliability of the operating system,
the logical completeness of the hardware and software implementing the protection mechanisms, and the consistency
of the data structures and occurrence of the stored data; formal security terminology often interprets integrity more
narrowly to mean assurance that an entity has not been modified in an unauthorized manner or guarding against
improper information modification or destruction and does not require system behavior that meets all operational goals
and expectations. Many attacks modify expected behavior without modifying the responsible entity or information.

Defense-in-depth: establishes variable barriers across multiple layers and missions of the organization; barriers in
net-centric systems are generally in the form of network boundaries and their associated security controls.

Boundary: physical or logical perimeter of a system; hardening techniques and technologies assure integrity and
define security perimeters thanks to the embedding of security controls as boundary protection that prevents and
detects malicious and other unauthorized communications.

Standard vulnerability specifications and scorecards based on them: examples include the
Common Vulnerability Enumeration (CVE; see http://cve.mitre.org/ or http://en.wikipedia.org/wiki/
Common_Vulnerabilities_and_Exposures), the Common [Software] Weakness Enumeration (CWE; see http://
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cwe.mitre.org/) and the Open Vulnerability Assessment Language (OVAL,; see http://oval.mitre.org/); they help to
evaluate the hardness of boundary interfaces, the adequacy of the embedded security sensors or controls, and the
effectiveness of the enterprise security engineering policies and support systems.

Security Integration Activities

The following security-based activities integrate security and IA throughout a Node using the above concepts.
Each concept has a variety of techniques and technologies, use of which varies according to the functional
category and Node operational requirements. The following sections are divided first into the functional categories,
and then into the major activities. Specific techniques and technologies for that functional category's security
activities are then listed as sub-sub-sections or lists.

Boundary Creation

Boundary creation includes selection of security control technologies to embed in boundary interfaces for
baseline integrity protection. The simplest form often does not provide access control, just interoperability

and accountability and in military settings is used primarily when physical boundaries and access control

are sufficient assurance of Node integrity. When installing or embedding security controls, ensure the

target Component is in a state of known integrity, e.g., by booting with known media such as Original
Equipment Manufacturer (OEM) media or "gold" disks (referring to a master disk that has known safe status,
documented chain of custody media, etc.). Also ensure that the components in question have valid anti-tamper
signatures for their storage media, current malware signature files and scanner engines and very recently
successfully completed holistic scans. See the Network Infrastructure Integrity [P1336] perspective and the
DISA Information Assurance Support Environment (IASE) Security Technical Implementation Guides (STIGS)
and Supporting Documents Web site for additional information.

Access Control Integration

Access control integration employs security controls (including, for example, identity management subsystems,
virus scanners and guards) designed to detect and deny unauthorized access and permit authorized access in
an IS. This integration adds additional hardening as well as finer-grained control than the all or nothing access
provided by simple boundary creation. However, interactions of these security controls with users and other
principals, as well as with enterprise security systems, generate interoperability requirements and testing for
the Node.

Quarantine Creation

Quarantine is the term which describes a special family of boundary-based damage control techniques and
technologies that limit external compromises of systems to an in-Node isolation construct. These techniques
often also provide a way to remedy identified deficiencies prior to re-enabling normal access to system
resources. Also may provide additional boundary hardening to ensure the integrity of good Components
missing necessary capabilities.

High Availability Integration

High availability integration is a configuration activity which assures with high probability that a system will be
operational at any given time, and will recover quickly in the event of a failure. In general, a high-availability
system has safeguards to prevent unscheduled outages from power failures, code defects, or hardware
failures.

Management

In the security realm, management includes monitoring and configuring boundaries and their embedded
security sensors/controls through use of enterprise security engineering support systems, operational policies
and procedures.

Auditing

Most information systems have a logging facility and can log all "deny access" actions which would show
intrusion attempts. Modern systems have an array of logging features that include the ability to set severity
based on the data logged. An auditing schedule should be established to routinely inspect logs for signs of
intrusion and probing.
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Detailed Perspectives
e Computing Infrastructure Integrity [P1335]
« Network Infrastructure Integrity [P1336]

* User Environment Integrity [P1337]
« Data, Application and Service Integrity [P1338]

Guidance

e (G1300: Secure all endpoints.
e (G1301: Practice layered security.

Best Practices

» BP1868: Incorporate mechanisms to enhance Computing Infrastructure (Cl) availability.

Page 38



Part 4: Node Guidance
Part 4: Node Guidance > Security and Management > Enterprise Security > Integrity > Computing Infrastructure Integrity

P1335: Computing Infrastructure Integrity

Increasingly, security integration and enterprise security for the computing infrastructure is growing beyond securing
basic hardware, firmware and software boundaries to include activities that must deal with boundaries based on virtual
machines and services that cross system and Node boundaries. However, none of these more dynamic boundaries are
secure unless the underlying basic components have the necessary integrity and other security capabilities.

The primary computing infrastructure boundary is the information system component. Subsidiary constructs include the
firmware, the operating system (OS), the file system data storage, and application execution contexts such as the user
account.

Operating System Hardening

Security of the operating system relies on creating some common boundaries. Creating these boundaries often
requires numerous procedures such as configuring system and network interface components properly or
removing or disabling unused, undefended and unnecessary files and services, while ensuring that all of the
applicable security patches are in place. The DISA Security Technical Implementation Guide (STIG) repository
contains authoritative checklists for operating system hardening. In addition there are Department of Defense
Information Assurance Vulnerability Alert (IAVA) and Information Assurance Vulnerability Management (IAVM)
notifications for compliance.

Data Storage Encryption

Data encryption can happen in many different ways. One method involves providing encryption as part of the
storage. Many newer operating systems and applications have built in support for data encryption at the file,
directory/folder, and volume/disk level. Each level has a potential need for boundary creation; this requires
weighing the trade offs. For example, encryption at the folder or disk/volume level does not require that users
or applications provide individual file encryption; therefore, auxiliary files receive automatic encryption support.
However, finer-grained control will consequently require additional development, testing and training.

Remote data storage architectures typically perform encryption at the physical storage endpoint. Ensure that
data remains encrypted when transmitted over the network to the physical storage endpoint to assure end to
end confidentiality.

For further information see the Data at Rest [P1360] perspective.

DRM Signing at the OS and Hardware Level

Various operating systems and applications like Windows Vista, Windows Server 2008 and the Linux kernel
2.6.12 and later use Trusted Platform Module (TPM). TPM supports capabilities such as Windows BitLocker
full-drive encryption technology as well as Digital Rights Management (DRM) and software licenses. A TPM
microchip is embedded on the computer's (or other device's) motherboard and stores unique system identifiers
along with the decryption keys. Certain systems may provide the TPM as part of the standard build.

Parity Checking

Beyond the standard use of parity checking performed with memory or communications there are also
applications that make use of parity checking for the whole computer system such as Bit9. This is an example
of one approach that can check a whole system for tampering to better protect against unanticipated (zero day)
exploits, unauthorized software installations, etc. This process could be coded into proprietary software and or
included into a program's Statement of Work (SOW), etc.

Virus Scanning

Viruses are a significant interface independent cross-boundary threat that requires constant monitoring.
Some security control computing practices can help to mitigate the risk of virus infections and reduce the
possibility of inadvertently triggering or spreading viruses and will help defend against malicious code attacks.
Virus scanners are security controls and act as gatekeepers at boundaries. However, they do not require
interoperability with other components or Nodes, except for enterprise security. Consequently, they do
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not traditionally fall under the main capabilities associated with boundary gate-keeping, authorization or
authentication.

Components should also enable baseline holistic scans of the whole system to prevent some of the stealthier
viruses that can hide from any scan that is initialized while the system is already up and running.

Finally schedule anti-virus software to check in regularly with the master server that provides the signature and
application updates.

For additional details see the Host Information Assurance [P1161] perspective.

Spyware and Malware Scanning

Spyware is a significant interface independent cross-boundary threat that requires repeated monitoring. In
addition to enabling direct attacks, spyware is also a potential entry point for viruses. Enabling good security
control placement can defend against malicious code attacks by limiting the risk of spyware infections,
inadvertent triggering of, or spreading, spyware and related viruses.

Spyware security control programs share many best practices with related virus security control placement.
Ensure that any spyware security control programs do not "step” on security control antivirus software and vice
versa.

For additional details see the Host Information Assurance [P1161] perspective.

Computing Infrastructure Quarantine Support

Providing computing infrastructure quarantines is generally bundled with software security sensors and controls
that detect unwanted or compromised software. With dynamic, service-oriented configurations, it is likewise
important to have some type of spyware security sensor/control that can detect and remove or quarantine those
unwanted "helper" components that repeatedly attempt to install themselves in a configuration. Quarantine is also
a capability that is used by other security sensors/control components like malware scanners and analyzers.

High Availability

For more detailed guidance of highly available Computing Infrastructure, see BP1868 and DoD Instruction
8500.2, Information Assurance (IA) Implementation, [R1198] especially for Mission Assurance Category (MAC) |
systems and networks. The following subsections summarize important concepts.

Data Backup and Recovery

Nodes should provide frameworks to support backup and recovery of data. Backup logs support auditing of
activities.

Enable operations personnel to destroy backup media physically during disposal to prevent unauthorized
reading of the media contents. Employ the "two person” rule to dispose of media; maintain meticulous tracking
logs, available in hard copy as well as electronically, of all backup media.

Verify encryption of all data on removable media is with a level of encryption appropriate for the level of data
protection required by policy.

Fault Tolerance

Critical components, ones on which other components are dependent such as enterprise services and
infrastructure components, must not become weak links that significantly cripple the Node's operations. Their
high availability ensures the continuity of operation. A precept of high availability architectures is that they
are fault tolerant and/or redundant, starting with the hardware components. If a primary component fails, the
secondary component takes over in a process that is seamless to the application running on the server. As
such, fault-tolerant systems "operate through" a component failure without loss of data or application state.

In addition, fault tolerant/redundancy includes software-based failover clustering, in which a hardware or
software failure on one server causes the workload to be shifted by the Computing Infrastructure to a second
server.
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Computing Infrastructure Configuration Rollback and Recovery

Nodes should provide frameworks to support backup and recovery of Node provisioning information to support
configuration and change management activities. Nodes should make this framework available to Components
to enable coordinated configuration and change management activities across all the Components in the Node.

Management

Management activities specific to the security realm have a heavy emphasis on managing cryptographic
components of the computing infrastructure, especially those that provide key management.

Key Management

Key backup and recovery is especially important in data storage encryption to prevent loss of otherwise long-
lifetime data. For example, if a disk is encrypted and then moved to another machine (because the original
machine had a hardware failure), without good key backup and recovery, the data could be inaccessible.
Designated key recovery agents should be kept to a minimum in order to expose fewer keys to cryptographic
attack and provides a higher level of assurance that encrypted data will not be decrypted inappropriately. Refer
to the National Institute of Standards and Technology Special Publication 800-57, Recommendation for Key
Management - Part 2: Best Practices for Key Management Organization (NIST SP800-57-Part2) and the Key
Management [P1041] perspective in NESI Part 5 for additional information.

Auditing and Logging

Most information systems have a logging facility and can log all "deny access" actions which would show
intrusion attempts. Modern information systems have an array of logging features that include the ability to set
severity based on the data logged. An auditing schedule should be established to routinely inspect logs for
signs of intrusion and probing.

Guidance

* G1622: Implement commercial off-the-shelf (COTS) software that protects against malicious code on each
operating system in the Node in accordance with the Desktop Application Security Technical Implementation
Guide (STIG).

* (G1623: Implement personal firewall software on computers used for remote connectivity in accordance with the
Desktop Applications, Network, and Enclave Security Technical Implementation Guides (STIGS).

Best Practices

» BP1707: Configure and locate elements of the Node Web infrastructure in accordance with the Web Server
Security Technical Implementation Guide (STIG).

» BP1708: Configure and locate elements of the Node Web infrastructure in accordance with the Desktop
Applications Security Technical Implementation Guide (STIG).

« BP1709: Configure and locate elements of the Node Web infrastructure in accordance with the Network Security
Technical Implementation Guide (STIG).

» BP1868: Incorporate mechanisms to enhance Computing Infrastructure (Cl) availability.
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P1336: Network Infrastructure Integrity

Network integrity is based on network boundaries and constructs that may not be as familiar to the average person as
information system boundaries and constructs. Network boundaries and constructs are often the domain of network
architects and operations rather than end users, and they are often not confined to a tangible system but distributed
among multiple end systems, routers and switches. Network virtualization, for example, is a routine application of these
principles. In many ways, however, network constraints are very much like computing infrastructure: there are hardware
and software constructs whose boundaries must be hardened as a pre-requisite to securing more dynamic constructs
such as virtual private networks (VPNs) and secure sessions.

Boundary Creation

Boundaries in Transport networks are a function of the physical, link and network layer technologies and

are reflected in the address structures and the bindings. Aligning these Transport functional boundaries with
Information Assurance (IA) boundaries and positioning the appropriate security controls is the subject of the
following discussion.

The boundary between a host or router system and its local network is its network stack (or stacks, in routers); to
be visible and reachable the boundary must have an IP address. Security controls at this boundary are primarily a
function of hardening the system hardware and software, including the network stack.

Hardening a system is a combination of assuring initial integrity of the system and its default configuration through
certification and accreditation processes such as the DoD Information Assurance Certification and Accreditation
Process (DIACAP).[R1291] Ongoing vulnerability management must follow, especially as system software changes
and configurations are adapted to local requirements and policies.

The Network Security Technical Implementation Guide (STIG) on the DISA Information Assurance Support
Environment (IASE) Web site provides guidance for the boundary between the Node's internal network and
external networks. A summary and list of examples of what is in the Network STIG follows; see the Network
Information Assurance [P1147] perspective for additional details.

Router Security Considerations

There are many things to consider when determining how to secure a router or other type of network device. They
all involve using the router to support the appropriate placement of security sensors and controls to harden the
various Transport boundaries. They also may require associated enterprise security components to manage the
policies so deployed and enforced.

Patches and Updates

Subscribe to alert services provided by the manufacturers of any networking hardware so that they are up to
date with both security issues and service patches. As vulnerabilities are found, and they inevitably will be
found, good vendors make patches available quickly and announce these updates through e-mail or on their
Web sites. Always test the updates before implementing them in a production environment.

Protocols

Denials of service attacks often take advantage of protocol-level vulnerabilities, for example, by flooding the
network. To counter this type of attack, add Node security controls and policies.

e use ingress and egress filtering

» screen Internet Control Message Protocol (ICMP) traffic from the internal network

* block trace route

» control broadcast traffic

» block other unnecessary traffic
Ingress and Egress Filtering
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Spoofed packets (packets with fake or hijacked addresses) are indicative of probes, attacks, and other
activities by a knowledgeable attacker. Network boundary devices should verify both incoming and outgoing
packet addresses. While this does not protect the Node from a denial of service attack, it does keep such
attacks from originating from the Node's network and if other networks apply the same verification, the Node's
network could be saved from a denial of service attack.

This type of filtering also enables the originator to be easily traced to its true source since the attacker would
have to use a valid, and legitimately reachable, source address. For more information, see the Internet
Engineering Task Force (IETF) Network Ingress Filtering: Defeating Denial of Service Attacks Which Employ IP
Source Address Spoofing Request for Comment (RFC 2827).

ICMP Traffic

The Internet Control Message Protocol (ICMP) is a stateless protocol that uses the Internet Protocol (IP) and
allows verification of host availability information from one host to another. It often is used for Enterprise
Management performance testing and fault isolation. However, providing a security control that can block ICMP
traffic at the outer perimeter router will protect the Node from cascading ping floods and other denial of service
attacks.

Trace Route

Trace route is a means to collect network topology information. It detects devices en route to a destination
system and is very useful in determining whether Node and mission data is traveling along optimal routes. Its
implementation varies for each manufacturer; some use a ping with differing time to live (TTL) values while
others use a User Datagram Protocol (UDP) datagram. Enabling policies that block ICMP messages can
control the variable ping, while the UDP datagram may require an access control list (ACL) type policy to
block it. By enabling the deployment of blocking policies of this type, security controls prevent an attacker from
learning details about the Node's network.

Broadcast Traffic

Directed broadcast traffic can be used to discover and enumerate hosts on a network and as a vehicle for
a denial of service attack. For example, by blocking specific source addresses, security controls prevent
malicious echo requests from causing cascading ping floods.

Unnecessary Traffic

Incoming traffic from the Internet to the boundary router is from unknown, untrusted users who require access
to the Node's Web servers. The users are accessing a specific list of IP addresses and port numbers and can
be restricted to access no other port numbers or IP addresses. Using access control lists (security controls
available on most routers) only traffic for the desired combination of addresses and ports can pass through
the boundary router; an assumption is that any other addresses are potentially hostile. Port numbers in this
example are not related to ports on a switch which are the physical sockets into which the Ethernet cables are
plugged. Here, the reference is to the IP addressing system, where the IP address is extended with a TCP or
UDP port number. For example a Web server is frequently on port 80; the full address of the Web service on
a server with an IP address of 192. 168. 0. 1 would be 192. 168. 0. 1: 80. Cisco routers and switches use

a proprietary Cisco Discovery Protocol (CDP) to discover information about their neighbors such as model
numbers and operating system revision level. However, this is a security weakness as a malicious user could
gain the same information. Disable CDP definitely on the boundary router and possibly on the internal routers
and switches, dependent upon whether they are required for management software.

Administrative Access

Consider where router access will occur for administration purposes. Security controls enforce policies which
determine which interfaces and ports allow an administration connection, and from which network or host will
perform the administration; restrict access to those specific locations. Disable unused interfaces and consider
static routes to enhance security. Also consider disabling Web-based router configuration. Control physical
access to routers.
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Do not leave an Internet-facing administration interface available without encryption and countermeasures
to prevent hijacking. In addition, apply strong password policies, and use an administration access control
system.

Perform router auditing and monitor router logs, and monitor for intrusion detection.

Password Policies

Add a password to the administrator account; many systems are hacked into just because the administrator
has left the password blank. Secondly, use complex passwords. Brute force password software can launch
more than just dictionary attacks and can discover common passwords where a letter is replaced by a number.
Similarly, the Simple Network Management Protocol (SNMP) is probably required for management purposes;
although SNMP security is not at all strong, do add passwords (community string) when configuring it. SNMP
v3 provides much improved security. Use an administration access control system rather than embedding the
administrator's name in the configuration.

Unused Interfaces

Only required interfaces should be enabled on the router. An unused interface is not monitored or controlled,
and it is probably not updated. This might expose the Node to unknown attacks on those interfaces. Usually the
Telecommunications network (Telnet) protocol is used for administrative access so limit the number of Telnet
sessions available and use a time-out to ensure that the session closes if unused for a set time.

Static Routes

Static routes prevent specially formed packets from changing routing tables on the Node's router(s). An
attacker might try to change routes by simulating a routing protocol message to cause denial of service
or to forward requests to a rogue server. By using static routes, an administrative interface must first be
compromised to make routing changes. However, remember that static routes are static; if a link fails the
routers will not switch over automatically to use an alternate route, and static routes may need complex
configuration.

Web-Based Configuration

If an inbuilt Web server is an optional method for configuration access, as well as a command line mode,
disable the Web service as it is probably prone to many TCP/IP security weaknesses.

Services

On a deployed router, every open port is associated with a listening service. To reduce the attack potential,
default services that are not required should be shut down. Examples include the Bootstrap Protocol (bootps)
and Finger, which are rarely required. Enterprise security tools and personnel should also scan the routers to
detect which ports are open.

Intrusion Detection

With restrictions in place at the router to prevent TCP/IP attacks, the router should be able to identify when an
attack is taking place and notify a system administrator of the attack. Attackers learn what the Node's security
priorities are and attempt to work around them. An intrusion detection system (IDS) can show where the
perpetrator is attempting attacks.

Physical Access

Most routers are vulnerable if the attacker can get physical access to the device since they usually have
a back-door access method to overwrite the existing configuration so lock the routers away in a room with
restricted access.

Switch Security Considerations

There are many things to consider when determining how to secure a switch or other type of link-local network
device. As in network devices like routers, they support the appropriate placement of security sensors and controls
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to harden the various local area transport boundaries. They also may require associated enterprise security
components to manage the policies so deployed and enforced.

Patches and Updates

Install and test patches and updates as soon as they are available on identical hardware and software located
in a testing environment. If possible, include real data that has been "sanitized" in the data stores of any
system selected for patching, testing or testing patches. For example, a copy of a real DB may be used, with all
sensitive information stripped from it.

VLAN Boundaries

Virtual local area networks (VLANS) allow Node architects to separate network segments and apply access
control based on security rules. A VLAN without ACLs provides a first level of security, limiting access to
members of the same VLAN. However inter-VLAN traffic is usually required and this is provided by the router
routing traffic between the IP subnets and this can be controlled by the use of ACLs. ACLs between VLANS
restrict the flow of traffic between different segments of the network. This filtering is typically a simple static
packet filter, as opposed to stateful packet inspection or application-layer proxying, which many dedicated
firewall devices perform. Using ACLs between VLANS provides an intermediate level of protection by blocking
internal intrusions from within the enterprise while intrusions from outside are already blocked by the boundary
network. In addition to firewall filtering, VLAN ACLs can also be implemented for an additional layer of security.
The disadvantage of implementing ACLs on the VLANS is that they may have an impact on performance and
must be configured correctly and efficiently.

Administration Access

Consider where the switch access for administration purposes will occur. Security controls enforce policies
which determine which interfaces and ports an administration connection is allowed into, and from which
network or host the administration is to be performed. Restrict access to those specific locations. Disable
unused interface, and consider static routes to enhance security. Consider disabling Web-based router
configuration. In addition, control physical access to routers.

Do not leave an Internet-facing administration interface available without encryption and countermeasures
to prevent hijacking. In addition, apply strong password policies, and use an administration access control
system.

Perform security auditing, monitor router logs, and monitor for intrusion detection.

Unused Ports
Disable unused Ethernet ports on switches to prevent an unauthorized person with physical access from
plugging into an unused port.

Services
Make sure that all unused services are disabled. Also disable Trivial File Transfer Protocol (TFTP), remove
Internet-facing administration points, and configure ACLs to limit administrative access.

Encryption

Although not traditionally implemented at the switch, data encryption over the wire ensures that sniffed
packets are useless in cases where a monitor is placed on the same switched segment or where the switch is
compromised, allowing sniffing across segments.

Internet Boundaries: Subnets

Many administrators use the natural 8-bit boundary in the 16 bits of a class B host ID as the subnet boundary.
Subnetting hides the details of internal network organization to external users. Subnets without additional
security controls to restrict access are not a good security preventative measure, however simple subnets
enable logical and guidance-mandated placement of such controls and will help better manage network
performance.
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Trusted Guards

Trusted guards are accredited to pass information between two networks at different security levels, such as
between SECRET General Service (GENSER) and TOP SECRET Sensitive Compartmented Information (TS
SCI), according to well defined rules and other controls.

For additional information see the Trusted Guards [P1150] perspective.

Demilitarized Zone (DMZ)

In computer security a DMZ, based on military usage of the term but more appropriately known as a demarcation
zone or perimeter network, is a physical or logical sub network that contains and exposes an organization's
external services to a larger, untrusted network, usually the Internet. The purpose of a DMZ is to add an additional
layer of security to an organization's LAN, VLAN or subnet; an external attacker only has access to equipment in
the DMZ, rather than the whole network.

Firewalls

Firewalls are a form of security sensor and access control package that are embedded at network boundaries
between Nodes or between a Node and the larger Global Information Grid (GIG). They harden the boundaries
of and protect the transport network architecture construct known as the intranet. Without firewalls, an intranet is
only a performance-based grouping of local subnets linked by routers and switches.

Restrict Internet Access to Authorized Sources

Only allow source addresses from the IP network numbers assigned to trusted segments behind the Node's
firewall(s), including DMZ networks. This includes primary and secondary network numbers, and subnets

that are routed to the Internet through the Node's firewall (including addresses reserved for VPN clients).
Apply appropriate subnet masks to trusted networks, i.e., masks that are sufficiently long to identify only

that fragment of the IP network number used by Node traffic. For example, if the Node architecture specifies
the use of an IETF RFC 1918 (Address Allocation for Private Internets) private address from the Class B
number 172. 16. 0. 0, and policy only assigns numbers from 172. 16. 1. X, the configurations should use
255. 255. 255. 0 (or/ 24), not 255. 255. 0. 0 (or / 16) as the subnet mask. Block broadcasts from traversing
the firewall's interfaces. While most broadcasts will not pass across LAN segments, take measures to ensure
this is especially true for Internet-bound packets (or packets destined for any untrusted segment). Prevent
traffic from any RFC 1918 private addresses from being forwarded over an Internet access circuit. While
Internet service providers (ISPs) block incoming traffic containing private addresses, relying on an external
ISP to process traffic according to Node-local policy may not ensure enforcement with any accountability.
Block outbound traffic from VLAN workgroups or entire network segments that have no business establishing
client connections to Internet servers. If the Node has internal servers that have no business establishing client
connections to Internet servers, block all outbound traffic from such systems. An example might be an intranet
server that relies entirely on internally provided services (DNS, mail, time, etc.) and uses no applications that
require Internet access.

Restrict Internet-Accessible Services (Destinations)

Allow outbound connections only to those services the Node's security and acceptable use policies allow for
client hosts. Wherever possible, only allow clients to access authorized services from authorized servers.

Allow access to service ports Node-internal servers must use to operate correctly, and only allow Node-
internal servers access to these services. If the Node operates local mail servers, make certain that only these
servers establish outbound Simple Mail Transfer Protocol (SMTP) connections. (If such measures had been
practiced, the Sobig worm, which installed its own SMTP mailing engine, would not have spread so rapidly.) If
the Node operates an HTTP proxy, or a proxy system that performs some form of Web URL or content filtering,
only allow outbound proxy connections through the Node firewall. If the Node provides DNS internally, or uses
a split DNS, use internal servers as forwarders for the Node-internal trusted network, and only allow outbound
DNS requests from the Node's DNS servers so configured. Unless the Node's firewall is participating in routing,
block routing protocols at the Node firewall. This is important for large enterprises with multiple firewalls and
Internet access routers as well as small operational facilities with broadband connections that use a firewall to
exchange and negotiate PPP over Ethernet (PPPOE). Allow any authorized services that make use of unique
ports for remote desktop, subscription, licensing channels (e.g., GoToMyPC, BackWeb, and Microsoft). Allow
access to these services from hosts that are authorized to use them. Certain network and security vendors use
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unique ports for proprietary (and secure) management access. Permit these, but only from hosts used by the
administrators of such equipment.

Follow the guidance provided in the STIG for Domain Name System (DNS) implementations.

Overlay Network Boundaries

Common examples of overlay network constructs include virtual private networks (VPNs), and content-based
networks (including the localized ones known as DMZs) based on port and protocol firewalls or deep-inspection
guards. For further details on subnets and VPNs see the Subnets and Overlay Networks [P1351] perspective.

Performance VPN Access Control

Use a hardened virtual private network (VPN) server to allocate IP address leases and Multi-Protocol Label
Switching (MPLS) labels to remote access clients. Use strong authentication to VPN servers.

Protection VPNs

Do not use pre-shared keys. Pre-shared key authentication is a relatively weak authentication method.
In addition, pre-shared keys are stored in plaintext. Pre-shared key authentication often is provided for
interoperability purposes and to adhere to IP Security (IPsec) standards.

Use the advanced encryption standard (AES) for stronger encryption.

For computers connected to the Internet, do not send the name of the Certificate Authority (CA) with
certificate requests. When using certificate authentication to establish trust between IPsec peers, each IPsec
peer sends to the other peer a list of trusted root CAs from which it accepts a certificate for authentication.
Each of these CA names is sent as a certificate request payload (CRP), and it must be sent before trust is
established. Although transmitting this list aids in connectivity by facilitating the selection of a CA, it can expose
sensitive information about the trust relationships of a computer, such as the name of the company that owns
the computer and the domain membership of the computer (if an internal public key infrastructure is being
used), to an attacker. Therefore, to secure computers that are connected to the Internet, enable the option to
exclude the CA name from the certificate request.

For computers connected to the Internet, do not use Kerberos as an authentication method. When using
Kerberos V5 authentication during main mode negotiation, each IPsec peer sends its computer identity in
unencrypted format to the other peer. The computer identity is unencrypted until encryption of the entire identity
payload takes place during the authentication phase of the main mode negotiation. An attacker can send an
Internet Key Exchange (IKE) packet that causes the responding IPsec peer to expose its computer identity and
domain membership. Use certificate authentication to secure computers that are connected to the Internet.

Do not allow unsecured communication for computers connected to the Internet. If it is Node policy to configure
a filter action to negotiate Internet Protocol Security (IPsec), ensure that the following options are disabled in
order to secure computers that are connected to the Internet:

» Accept unsecured communication, but always respond using IPsec. This option allows initial incoming
unsecured traffic (for example, TCP SYN packets) but requires protection of outgoing traffic. Disable this
option to prevent denial-of-service attacks.

e Allow unsecured communication with non-IPsec-aware computers. This option allows unsecured
communications with computers that cannot negotiate the use of IPsec or process IPsec-secured
communications; it is appropriate only in environments where IPsec-secured communication is not
necessary.

Tactical and Other Non-IP Networks

Gateways and/or edge routers handle tactical data link local networks such as Link 16. As such they are sub-
nets or overlay nets from the wider GIG point of view. Link local networks may require additional boundary
protection such as High Assurance Internet Protocol Encryption (HAIPE), spread spectrum, etc. For further
information see the Subnets and Overlay Networks [P1351], Black Core [P1152] and Design Tenet: Encryption
and HAIPE [P1247] perspectives.
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Content Proxy Networks

Use Domain Name System Security Extensions (DNSSEC) or equivalent directory services to define content
routing topologies (Refer to IETF RFC 4033). Use strong authentication with and between proxy servers and
message routers.

Use secure directory services such as StartTLS or SLDAP to define Enterprise Service Bus (ESB) routing
topologies.
Overlay Firewalls

Use "black boxes" (like a Nokia IP2255 appliance running Check Point NG) or stripped and hardened
dedicated computers as overlay firewalls. The latter choice could involve significantly more maintenance.

Overlay DMZ and Quarantine Zones

Deploy anti-virus gateways at Node network boundaries. In addition, deploy intrusion detection system (IDS),
intrusion prevention system (IPS) and other security technologies on at least all outward facing gateways.
Nodes should employee virus protection, enabled for both outbound and inbound traffic, at the gateways.

Other Security Concepts

Common DoD-required Transport security controls include the following.

Host, Application, and Network Based IDS/IPS

An intrusion prevention system is a computer security device (generally a software agent, but can be
hardware based as well) that monitors network and/or system activities for malicious or unwanted behavior.
It can react, in real-time, to block, prevent and or report those activities. The primary difference between

an IDS and an IPS system is that IDS only reports where the IPS can take an active role in prevention as
well as reporting the activity. The three generally accepted types of IDS/IPS agents are at the network, the
operating system, and the application. They perform in one of several ways, like antivirus applications they
can use a signature-based, anomaly-based, or hybrid mode to compare observed activity against behaviors
that are indicative of potentially malicious outcomes.

Parity Checking

Beyond the standard use of parity checking performed with memory or communications there are also
applications that make use of parity checking for the whole computer system. This process could be coded
into Node proprietary software, into a Statement of Work (SOW) or Request for Comment (RFC), etc.

Quarantine Concepts and Context
In-Node Transport quarantines are often bundled with the security sensor and controls used to create the
boundaries of network constructs such as a DMZ.

Quarantine Zone in DMZ

Most security professionals recognize that a good standard security practice is to implement a quarantine
zone within or parallel to the primary DMZ. The main purpose of this is to verify specific installation,
configuration and overall compliance with security policy mandates.

Highly Availabilty

Highly available networks require a combination of highly available hardware and software components and
highly available distributed components such as routing topologies.

Fault Tolerant and Redundant Networks

Networks are critical Node infrastructure components whose high availability ensure the continuity of net-
centric operation. High availability network systems start with the hardware components. If a primary router
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fails, traffic may either be switched to an alternate "blade" or be rerouted through alternate network links
without any action required on the part of other components.

Multi-Homed Hosts

Nodes should employ network multi-homing to enabling components to connect through alternate networks
and not just relying a single network connection whenever mission critical resources, components,

or services are not local or organic. Generally, a router or gateway on the external boundary of the

Node can accomplish this; multi-homing requires assigning as many network addresses as there are
networks employed, requiring management considerations.

Management

Capabilities necessary to Transport network management for enterprise security purposes include the usual
two techniques and Component technologies:

Key Management

Refer to IETF RFC 4962, Guidance for Authorization, Authentication and Accounting Key Management, for
information on network key management.

Auditing and Logging

Most routers have a logging facility and can log all deny actions which would show intrusion attempts.
Modern routers have an array of logging features that include the ability to set severities based on the
data logged. An auditing schedule should be established to routinely inspect logs for signs of intrusion and
probing.

Guidance
» (G1352: Use database clustering and redundant array of independent disks (RAID) for high availability of data.

* G1667: Implement Virtual Private Networks (VPNs) in accordance with the guidance provided in the Network
Security Technical Implementation Guide (STIG).
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P1337: User Environment Integrity

User environment boundaries and infrastructure constructs considered separately from the computing infrastructure

only emerged with the rise of the Internet, the World Wide Web, net-centric operations and service-oriented
architectures. These constructs and boundaries start with physical hardware; software and virtual constructs and
boundaries are layered on top. Some of the more established user environment infrastructure constructs include displays
and input devices (both real and virtual), client applications, Web browsers and, more recently, rendering engines.

Determining user environment boundaries tends to focus on those subsets of the computing infrastructure resources
delegated to and dedicated to a particular user, service agent or process display.

Browser Hardening

Browser hardening is the process of identifying an acceptable Web enabled browser that will function properly
with the necessary site accesses. Properly configure the browser to work with the antivirus, antiphishing,
antispyware, and firewall solutions. Only download and install a browser from a trusted site and ensure that the
digital hashes match before installation. Never run the browser as a "root" or "admin" user.

There are numerous browser Information Assurance (IA) plug-ins for application, data and services security.
Users should either not be able to install additional plug-ins and controls or at least be restricted to approved and
PKI digitally signed plug-ins and controls. Enable only the those plug-ins and controls that are really needed by the
end users, such as Active X, Java controls, etc. Configure these mobile code controls per the DoD Mobile Code
policy; see the Mobile Code [P1314] perspective for more information.

Mobile Device Protection

Adopt a multi-tier security approach to mobile security. Set policies to password-protect hand-helds, ensuring
employees use strong passwords and personal identification numbers (PINs), and change them frequently to make
it difficult for thieves to access confidential information. Protect mobile devices, boundary devices, with internal
antivirus gateways, firewall, anti-SMS spam filters, and data encryption technologies. Install regular security
updates to protect phones and corporate information from viruses and other malware. Organizations should
provide this technology to their employees and teach them how to use it properly. Disable Bluetooth and wireless
signals when they are not in use. Bluetooth headsets should be paired exclusively with one employee's handheld
device. Regularly scan mobile devices and their information for viruses and other malware. Regularly scan mobile
devices and their information for viruses and other malware. Many mobile devices have the capability to receive a
"Self Destruct" order which scrambles the internal workings of the device (memory, flash BIOS, etc). This should
be a consideration during acquisition and included in concepts of operations (CONOPS) and training.

High Availability Guidance

Employees should schedule regular backups for hand-helds just as they would for any other computer system.
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Part 4: Node Guidance > Security and Management > Enterprise Security > Integrity > Data, Application and Service
Integrity

P1338: Data, Application and Service Integrity

Data, application and service boundaries and constructs are virtual; they cannot be separated fully from the underlying
computing and transport infrastructures. Generally, they sub-divide these infrastructures in order to prevent interference
between, and maintain the integrity of, different mission or business operations. Although the actual boundaries and
constructs are operational-specific and consequently a local matter, many of the techniques and technologies used are
standard.

Boundary Creation

Formal boundaries in data, applications or services are generally created by application-layer interfaces. Examples
include data models and schema, application programming interfaces (APIs) input and output argument datatypes
and service protocol interfaces. Baseline hardening such boundaries through type- and range-checking or protocol
error handling is a generally standard engineering practice.

Digital Signing
Digital Rights Management (DRM) signing (application) depends on a Trusted Platform Module (TPM ) which is
used with various operating systems and applications like Windows Vista, Windows Server 2008, and the Linux
kernel 2.6.12 and later. It supports capabilities such as Windows BitLocker full-drive encryption technology as well
as DRM and software licenses. A TPM microchip is embedded on the computer (or other device) motherboard and
stores unique system identifiers along with the decryption keys.

Parity Checking

Beyond assuring integrity by parity checking data in memory or in communications, there are also utilities that
make use of parity checking at the services or application level, enabling the "white-listing" of components for
execution. White-listing components may more efficiently protect by detecting and preventing zero day exploits,
unauthorized software installations, etc. Providing such a capability is a combination of concept of operations
(CONOPS) and helper utilities (such as Parity from Bit9 or variant on the open source Tripwire such as Tripwire
Enterprise from Tripwire Incorporated).

High Availability

Ensuring high availability of data, applications and services generally is the responsibility of the underlying
functional environment infrastructure and not a separate capability. For example, see the High Availability
subsection in the Computing Infrastructure Integrity [P1335] perspective.

Management

Managing data security, application or service-level security is generally the responsibility of the underlying
functional environment infrastructure and is not a separate capability.

Guidance
» (G1302: Validate all inputs.
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P1178: Identity Management

Identity Management covers the spectrum of tools and processes that serve to represent and administer digital
identities and manage access for those identities. Identity is an essential part of the Core Enterprise Services (CES)
Security Services, but CES Increment 1 does not address Identity Management. Identities of Global Information Grid
(GIG) entities, human and non-human (i.e., services), must be unique across the GIG. DoD PKI X.509 certificates
reserve a field to contain identity data, but there are issues today with how that field is populated for certain types of users
(e.g., coalition partners), and how to handle non-person entities.

While a universal solution for Identity Management is not yet defined, it is possible to make progress in the
implementation of these services, particularly for Web applications and services with U.S. users having a Common
Access Card (CAC) holding DoD PKI X.509 certificates.

Identity is not as well understood and defined for non-person entities, such as services that may be part of a long
invocation chain that in turn is part of a workflow or is orchestrated to yield a specific answer to a service invocation. The
definition of Web server credentialing, though, relies on the DNS name of the site for identification.

The Net-Centric Enterprise Services (NCES) and Public Key Infrastructure (PKI) Program Offices are working on the
challenges of non-person Identity Management, and there is a request for information (RFI) to identify potential solutions.

Each identity credential technology varies in strength. The weakest methods are password-based and the strongest are
combinations of biometrics and smart cards.

There are also differing strengths within each method. For instance, systems that require complex passwords are stronger
than those that accept simple ones, and systems using retina or fingerprint readers are stronger than those that use finger
length.

Components that are separate from the implementation of mission- or business-specific functionality often provide identity
authentication management and authorization.

Detailed Perspectives

e Public Key Infrastructure [P1179]

Guidance
 G1652: Use DoD PKI X.509 certificates for servers.
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Part 4: Node Guidance > Security and Management > Enterprise Security > Identity Management > Public Key
Infrastructure

P1179: Public Key Infrastructure

Net-Centric Enterprise Services (NCES) Security Services rely heavily on Public Key Infrastructure (PKI) and Public
Key (PK) Enabling (PK-Enabling). PKI provides an assured way for enabled applications to authenticate both intra-node
and inter-node. PKI supports the concept of a single login across the enterprise, but legacy non-PK-enabled applications
and services mean that username and password synchronization is also needed to support the single login concept;
however, this is only practical in a limited sense (i.e., not the entire Global Information Grid or GIG). There remain some
PKI implementation challenges, such as the implementation of the process for validating that an entity's certificate has
not been revoked. Some commercial (COTS) products, including some Web Application Containers, do not support the
use of the Online Certificate Status Protocol (OCSP) or do not provide a capability to do file-based checking of the
older Certificate Revocation List (CRL). The U.S. Department of Defense, through the DISA NCES program, supplies
Robust Certificate Validation System (RCVS) services for PKI certificates, including Common Access Card (CAC)
credentials; for smart card reader information, see the Common Access Card (CAC) Reader [P1156] perspective. PKI
certificate checking includes using OCSP and CRL; the Joint Interoperability Test Command (JITC) OCSP portal
contains more detailed information. For additional PKI-information see the Technologies and Standards for Implementing
Software Security [P1391]-related perspectives including Public Key Infrastructure (PKI) and PK Enable Applications
[P1061], Key Management [P1041], Certificate Processing [P1009], Encryption Services [P1020], and Smart Card Logon
[P1315].

Nodes having both DoD and Intelligence Community (IC) systems and networks will also face the fact that the DoD and
IC have implemented separate PKIs (including the dependent Directory Services). In general, the DoD PKI operates on
the collateral classification networks, and the IC PKI operates on classified Sensitive Compartmented Information (SCI)
networks. Nodes may have to interface with multiple PKIls, therefore, depending on the systems and security levels at the
Node. This presents some additional challenges when cross-domain interoperation is required, whether intra- or inter-
node.

Nodes that have multinational or coalition personnel accessing the system will also encounter a challenge in obtaining
CACs containing PKI certificates for these persons. The process is not well defined. As DoD moves further into the net-
centric concepts, obtaining certificates for non-human entities in multinational or coalition systems will also be a challenge.

Authorization based on attributes corresponding to an entity is a practical way to implement authorization, provided that
the enterprise can agree on the definitions of the attributes, policy, and a way of securely communicating and validating
role membership. Unfortunately, attribute definitions and common security policy are not defined yet for the Global
Information Grid (GIG), and Nodes are forced to use interim approaches, such as Windows Active Directory (AD)

or Node Information Services (NIS) group memberships, and evolve to a uniform definition of GIG roles and policies.
Federation has not been addressed sufficiently to provide specific guidance.
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e (G1306: Authenticate the identity of application users.
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P1339: Authorization and Access Control

Authentication and identity management are prerequisites for authorization and access control. Where
authentication and identity management serve to determine "who" (i.e., person or machine) a subject is, authorization and
access control determine what privileges a given subject (once identified or authenticated) is allowed for a given resource.
In other words, authorization determines what a subject can do with a given resource.

Authorization may grant or deny privileges for resources based on a wider variety of criteria beyond the identity of

a subject. Authorization may determine privileges by conditions which may or may not have anything to do with the
attributes of the particular subject. For example, user and security roles, the time of day, and location may all be used
along with or without the identity of a subject to make a determination for granting privileges.

Because authentication, authorization, and access control are so closely related in most real applications, it is

often difficult to discuss them separately. Authentication only establishes the validity of a human or machine entity.
Authorization establishes the privileges and span of control for entities, but checking those privileges may be a side effect
of being allowed network or physical access rather than checking specific privileges. Access control implements explicit
authorization as a combination of policy management components and embedded security control components such as
Policy Decision Points (PDPs) and Policy Enforcement Points (PEPs) such as Access Control Sets (ACSs).

The following example is to clarify authorization and access control. Modern files systems are an implementation of
authorization and access control. File and directory authorization grants privileges (such as read, write, or execute) to the
subject which owns a given file or directory. Additionally, access control is based on the group(s) a subject belongs to in
order to grant additional privileges to the subject for the use of a given file or directory.

Various techniques such as roles or attributes may be the basis for access control. (RBAC) and Attribute-Based Access
Control (ABAC) are examples. For further information on authentication processes see the Design Tenet: Identity
Management, Authentication, and Privileges [P1243] perspective. Role definitions are typically within a system boundary
and occasionally within or between enclaves. Access control and security often use roles.

Doctrinal spans of control interacting with technical spans of control define net-centric boundaries within Nodes. The
presumption in net-centric operations is that the infrastructure extends the span of control beyond the local system;
therefore, the limits of the Node technologies define the boundaries.

Authorization policies, therefore, apply within a system and within a Node. Interoperability between Nodes or between a
Node and other Global Information Grid (GIG) systems require federated authorization and protocol negotiations (such
as PKI Certificate Authority chains and SAML transitive trust). In addition, policy may also need alignment through
manual negotiation and coordinated configuration.

Restrict the use of administrative credentials in an organization. Administrators can view and modify the security policy
settings on computers, network devices, user environments, etc. For this reason, and as a general security best practice,
apply the Principle of Least Privilege [P1317] (see Part 5: Developer Guidance) throughout the Node.

Authorization and computing infrastructure access control occur at the following main standardized technical boundaries
identified by process and storage identifiers: the local system; any virtual machine (VM); any cluster, grid and network file
system; and any GIG utility computing grid or network file system.

Authorization and user environment access control occur at the following main standardized technical boundaries or user
environment identifiers: the local user account, any virtual machine or browser sandbox.

Process logic access control, such as captured in a formal business process specification (e.g., WS-BPEL [R1347]), and
service access control are generally dependent on security controls within Web service infrastructure boundaries. WS-
Policy and SAML use XML boundaries, which generally map to data structures and process objects.

Authorization and access control can extend to the transport layer. Use features intended to ensure that a third party
cannot intercept, read or alter data transmitted over a network.

For example, SSL allows for authenticating and controlling access to data over an HTTP connection using credentials
(such as a client or server digital certificate). Access may be controlled for a given subject (such as a user or client
system) or a group of subjects (for example all users belonging to a given certificate authority).
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Part 4: Node Guidance
With SSL communication, any of the following authentication scenarios are possible:
» No SSL authentication (or null authentication): The server does not send a certificate and does not request a certificate

from the client. From an SSL perspective, the server does not know who the remote client is, or accepts any certificate
that the client may present.

* One-way SSL authentication: Either the server or the client, but not both, requires certificates. Server authentication,
for example, is one-way authentication where the server sends its certificate to the client but does not request a
certificate from the client. Alternatively, the server may require a certificate, but does not send one and the client does
not require one.

« Two-way SSL authentication: This is client and server authentication, where the server sends a certificate required by
the client and also requires the client to send a certificate.

Configuring SSL authentication in the server is independent of configuring SSL authentication in the client.

Guidance
» (G1306: Authenticate the identity of application users.
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P1340: Confidentiality

Confidentiality is the property of preventing disclosure of information to unauthorized individuals or systems. For
example, a credit card transaction on the Internet requires transmitting the credit card number from the buyer to the
merchant and from the merchant to a transaction processing network. The system attempts to enforce confidentiality

by encrypting the card number during transmission, by limiting the places where it might appear (in databases, log files,
backups, printed receipts, and so on), and by restricting access to the places where it is stored. If an unauthorized party
obtains the card number in any way, a breach of confidentiality has occurred.

Breaches of confidentiality take many forms. Permitting someone to look over your shoulder at your computer screen
while you have confidential data displayed on it could be a breach of confidentiality. If a laptop computer containing
sensitive information about a company's employees is stolen or sold, it could result in a breach of confidentiality. Giving
out confidential information over the telephone is a breach of confidentiality if the caller is not authorized to have the
information.

Confidentiality is necessary (but not sufficient) for maintaining the privacy of the people whose personal information a
system holds. Confidentiality and privacy control occurs in computing, network and user environment infrastructure.

» Computing Infrastructure confidentiality and privacy control occur within standardized technical boundaries such as
the local system; a virtual machine (VM); a Node cluster, grid and network file system; and a Global Information Grid
(GIG) utility computing grid and network file system. This requires protection (usually encryption) of both the virtual
storage and virtual network protocols through secure transports.

* Network Infrastructure confidentiality and privacy control occur within the following standardized technical
boundaries by offering either physical protection or payload encryption: the local area subnet or VLAN, the intranet
subnets, any relevant overlay networks, and the GIG internet (e.g., SIPRNet).

« User Environment Infrastructure confidentiality and privacy control occur within the following standardized technical
boundaries through access control privileges: the local user account and any virtual machine (VM) or browser
sandbox.

» Data, applications and services confidentiality and privacy control occur within the following standardized technical
boundaries or application identifiers: the local application or service invocation or session context, Web page context,
or application field context.

Detailed Perspectives

e Black Core [P1152]
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P1152: Black Core

The DoD will be aggregating Internet Protocol (IP) packet traffic from multiple security enclaves onto network segments
secured at the network layer in the protocol stacks; these segments, called the Black Core, are enabled through the use
of High Assurance Internet Protocol Encryption (HAIPE) devices. Challenges to the implementation of HAIPE devices
and the Black Core include organic support for the following: IP-based quality of service (QoS), dynamic unicast IP
routing, support for dynamic multicast IP routing, support for mobility, and support for simultaneous Internet Protocol
Version 6 (IPv6) and Internet Protocol Version 4 (IPv4) operation.

The Black Core is a concept fundamental to Global Information Grid (GIG) networking, but actionable guidance is still

in its infancy. Interoperability with the Black Core will require active monitoring by the Node's management and program
offices. The basic architecture of the Black Core is shown below. The Node typically provides one or more edge networks
as shown in the diagram, along with the services indicated. The edge (Node) networks are sometimes referred to as Plain
Text (PT) networks, while the Black Core is the Cipher Text (CT) network.
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Best Practices
* BP1670: Plan for Black Core implementation in the local Node.

« BP1671: Consider Black Core transition whenever there is a significant Node network design or configuration
decision to make in an effort to avoid costly downstream changes caused by Black Core transition.
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P1147: Network Information Assurance

Implementation of the DoD Information Assurance (IA) Strategic Plan is required to comply with the DoD Net-Ready
Key Performance Parameter (NR-KPP). Components that implement IA, however, can be a barrier to interoperability

by default; proper implementation is critical. Furthermore, as net-centric applications and services emerge, so too will the
need to dynamically configure the IA Components to permit net-centric operations. As an example, access control based
on Internet Protocol (IP) address would not work, as the addresses of service users will not be known a priori when such
services are dynamically discoverable.

The DoD provides requirements and extensive guidance for the implementation of information assurance at the

DISA Information Assurance Support Environment (IASE) Web site. In particular, the Network Security Technical
Implementation Guide (STIG) on the IASE Web site provides guidance for the network implementation, particularly the
boundary between the Node's internal network and external networks. It identifies several 1A systems, capabilities, and
configurations as listed below and provides guidance for implementation of each.

Rather than repeating the contents of specific guidance in this document, readers should check the IASE Web site for
current Network IA guidance on topics such as the following:

» External Network Intrusion Detection System (IDS), anomaly detection, or prevention device if required by the
Computer Network Defense Service Provider (CNDSP)

* Router Security with Access Control Lists

» Firewall and application level proxies (may be separate device to proxy applications)

* Internal Network Intrusion Detection (NID) system

« DMZ, if applicable for publicly accessible services

e Split Domain Name System (DNS) architecture

» Domain Name System Security Extensions (DNSSEC) for higher level domain servers

» Secure devices and operating systems (i.e., STIG compliant)

» Ports and protocols

Furthermore, DoD computer network defense (CND) policies mandate all owners of DoD information systems and
computer networks enter into a service relationship with a CNDS provider.

Best Practices

» BP1701: Configure Components for Information Assurance (IA) in accordance with the Network Security
Technical Implementation Guide (STIG).
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P1150: Trusted Guards

Trusted guards are accredited to pass information between two networks at different security levels, such as between
SECRET General Service (GENSER) and TOP SECRET Sensitive Compartmented Information (TS SCI) level
networks, according to well defined rules and other controls. Guard products only pass defined types of information (e.g.,
email, images, or formatted messages). A key challenge is how to implement net-centric operations across trusted guards
in the presence of CES services. See the Cross-Domain Interoperation [P1169] perspective for additional information.

Best Practices
» BP1653: Do not build dedicated Node guard products.
e BP1654: Do not build dedicated Component guard products.

» BP1668: Acquire and configure approved guard products with the help of the Government program offices that
acquire such guards.

» BP1669: Select XML-capable trust